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We have analysed the research findings on the universality class and discussed the connection between the 

Kardar-Parisi-Zhang (KPZ) universality class and the ballistic deposition model in microscopic rules. In one 
dimension and 1+1 dimensions deviations are not important in the presence of noise. At the same time, they are 
very relevant for higher dimensions or deterministic evolution. Mostly, in the analyses a correction scale higher 
than 1280 has not been studied yet. Therefore, the growth of the interface for finite system size .0 30β ≥  value 
predicted by the KPZ universality class is still predominant. Also, values of . ,  . ,0 40 0 30α ≥ β ≥  and .z 1 16≥  
obtained from literature are consistent with the expected KPZ values of / ,  / ,1 2 1 3α = β =  and / .z 3 2=  A 
connection between the ballistic deposition and the KPZ equation through the limiting procedure and by applying 
the perturbation method was also presented.  
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1. Introduction  
 

One of the striking and the least investigated concepts is the universality class, which is one of the 
complex random systems. This system plays a main role in research on probability, in mathematical physics 
and statistical mechanics. In this article we will describe how various research findings have been presented, 
as well as some numerical analysis on the differences between ballistic deposition models and the Kardar-
Parisi-Zhang universality class. They lie in physical systems and mathematical models, including randomly 
growing interfaces, certain stochastic PDEs in random environments. Random matrices all demonstrate the 
same universal statistical behaviours in their long-time / large scale limit.  

Over many years the study of surface growth of materials has been a complex area of research. As growth 
includes a number of disciplines such as metallurgy (solidification of alloys) [1], microelectronics (growth of 
nano devices) [2], biophysics (growth of proteins, cells and tumours, and cytoskeleton polymerization in the 
immune system) [3]. Each of them presents various problems, apparently with different underlying mechanisms. 
Therefore, the nature of crystalline is important for surface dynamics. In the microscale, crystalline surfaces 
exhibit two different structures: a rough surface (i) and a smooth or atomically flat surface (ii). Most metals and 
several organic components are included in the first category where their melting temperature is reached [4]. In 
this process, the surface fluctuates strongly and the concept of a crystalline plane is difficult to define. In the 
second category, surface atoms or molecules fit perfectly in a smooth atomically flat plane. For example, 
semiconductors, some metals, and more organic materials fall into this category.  

The microscopic nature of the surface plays a major role in the physics of crystalline growth. Since 
many of unwanted bonds are present, the addition of new particles to the growing solid is quick for solids with 
rough surfaces. On the other hand, for a solid with a smooth or atomically flat surface adhesive particles are 
rare and the process is not easy. Growth on the surface can be two-dimensional (2D) caused adhesion of the 
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atoms to the existing surface layer. This can occur when cutting a material that has a poor angle relative to the 
tightly joined plane. It results in a vicinal surface and results in screw dislocations. This category is growth 
problems driven by kinetics. The mother phase is classified into three prototypes: (i) growth from a solution 
(this case includes many organic materials, minerals, biological materials, etc.). In this solution, the elementary 
building blocks diffuse in solution [5] along the surface of the growing material and perform different kinetics, 
as mentioned above (e.g., nucleation, attachment to pre-existing steps, etc.); (ii) growth from a vapour; and 
(iii) growth from a beam [6, 7, 8]. In cases (ii) and (iii), the transport process in the mother phase is not relevant. 
The latter two categories are ballistic growth or molecular beam epitaxy (MBE) [9].  

Initially, Vold [10] in 1959 used the term of ballistic deposition (or sticky block) model term, which 
mean a real growing interfaces and spatial correlation. The process can be represented by blocks. Here, a block 
will stick to the first edge against which it becomes incident. This process is illustrated in Figure 1(a, b). It 
creates overhanging blocks and defines the height function ( ),  h t x as the maximum height above x  occupied 
by a box. Here, we are faced with the question of how this microscopic change manifests itself over time? In 
this deposition model, blocks appear to increase radically and the value of rate is unknown.  
 
 
 
 
 
 

 
  

Fig.1(a). The ballistic deposition model. Fig.1(b). Result of ballistic deposition models. 
 
 Figure 1(a) illustrate the ballistic deposition model. In Fig.1(a) blocks fall from above each site with 
independent exponentially distributed waiting times. During falling they stick to the first edge to which they 
become incident. Figure 1(b) shows the result of ballistic deposition models driven by the same process of 
falling blocks. The ballistic model grows much faster and has a smoother more spatially correlated top interface 
than other models [1]. 

The longer time results are displayed in Fig.2., which also shows that the scale of fluctuations of 
( ), u t x  and the height function remain correlated transversally over a long distance. There are exact 

conjectures for these fluctuations. They are supposed to grow like 1 3t  and demonstrate a non-trivial 
correlation structure in a transversal scale of 2 3t  [11]. Precise predictions exist to provide the limiting 
distributions. Up to certain constants , 1 2c c , the sequence of scaled heights  

 

  ( )( )-
,

1
3

12c t u t 0 c t−  (1.1) 
 

should converge as Gaussian Orthogonal Ensemble (GOE) Tracy-Widom random variable. The Tracy-Widom 
distributions are illustrated as present-time bell curves and are named GOE or GUE (Gaussian Unitary Ensemble) 
derived from the random matrix ensembles in which these distributions were first observed by Tracy-Widom [12, 13]. 

It seems that ballistic deposition does not integrate with a probabilistic system. Obviously, there is a 
question how this prediction appeared? It came from an analysis of some similar growth processes that happen 
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to be integrable. Ballistic deposition has similar characteristics to these models that are believed to be the key 
to KPZ class membership [11]:  
− Locality: Height function change depends only on neighbouring heights.  
− Smoothing: Large valleys are quickly filled.  
− Non-linear slope dependence: Vertical effective growth rate does not depend linearly on local slope.  
− Space-time independent noise: Growth is driven by noise which quickly decorrelates in space/time and is 

not heavy-tailed. 
It is clear that a proof of the KPZ class solutions behavior for the ballistic deposition model has not been fully 
investigated mathematically. However, the simulation above suggests that it is true (Fig.2.).  
 

 
 

Fig.2. Simulation of ballistic deposition models driven by the same process of falling blocks and run for a long 
time. The red and white colours represent different epochs of time in the simulation [1]. 

 
2. Are ballistic deposition and the Kardar-Parisi-Zhang equation the same?  
 
 As mentioned above the continuum equation (2.1) which is assumed to give the significant dynamics 
of the ballistic deposition models is the famous KPZ equation [8], given by 
 

  ( ) ( ) ( ) ( ), , , 22h x t v h x t h x t
t 2

∂ λ= ∇ + ∇ + η
∂

 (2.1) 

 
where ( ), h x t  is the height of the interface above x at time t , and ( ), x tη  is a noise term such that  
 
  ( ), x t 0η = .  (2.2) 
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Here, we are discussing about connection of formal continuum equation from the ballistic deposition (BD) 
microscopic rules, that deviates from the KPZ equation. In one dimension these deviations are not important 
in the presence of noise, but in higher dimensions they are very relevant.  
 There are currently many suggestions for a direct association between discrete models and continuum 
equations of motion. There are phenomenological [14] and symmetry [15-18] arguments that can be very 
illuminating. There is also another approach based on the real-space renormalization-group method [19] which 
can identify relevant microscopic constants (for example, diffusion) from numerical data when the universality 
class of the model is already known. Nevertheless, much effort is made to establish a direct relationship 
between discrete models and continuum equations using formal expansions of discrete equation of motion [20-
28]. The derivation of the continuum equation is usually based on regularizing and coarse graining discrete 
Langevin equations which is taken from a Kramers-Moyal expansion of the master equation. It simple means 
that the transition probabilities are calculated from the microscopic rules of the model for any given discrete 
height configuration { }ih  and includes the discrete θ  (Heaviside) and δ (Dirac) functions. However, the 
transition probability is presumably a continuous function, requiring some coarse-graining procedure. In detail, 
this involves expansions of the form  
 

  ( ) ,k
k

k 1
x 1 A x

∞

=
θ = +   (2.3) 

 
as initially presented in [22]. Also, sometimes less restricted form (2.3) is used 
 

  ( )  k
k

k 0
x A x

∞

=
θ = . (2.4) 

 
Another suggestion is as follows 

 

  ( ) ( )tanh1 Cx
x

2
+

θ =  (2.5)  

 
where C  is an arbitrary positive value with exact ( )xθ  function as C → ∞  [25]. Here C  is an uncontrolled 
parameter. In [23], a shifted form is used 
 

  ( ) { }( )tanh
lim

C

1 C x
x

2→∞

+ + α
θ = , (2.6) 

 

here , 10
2

 α ∈  
, or using the modified version of ( )arctan Cx  [24] or ( )erf Cx  [25] instead of ( )tanh Cx  in 

Eq.(2.5). Any version has a number of advantages.  
There are some problematic cases with deriving the Kardar-Parisi-Zhang equation [30] from the 

discrete model known as Ballistic Deposition (BD) [31]. Therefore, a specific case has been developed. The 
method is based on the discrete Langevin equation. The expansions are used as follows  

 

  ( ) ( ) ( ) |
nn

y xn
1n 1

yax a x
n y

∞

=
=

∂ θ
θ − = θ +

∂ . (2.7) 
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Also, closely related Langevin based approach is used to represent the max function [28] in order to reach the 
KPZ equation from the discrete BD. Recently in [32], using Eq.(2.8), the Edwards-Wilkinson [33] equation 
was derived from a discrete model using  
 

  ( ) { } { }max , max lim ln

x a

x0

e 1x x a 0 x
a

e 1
+

+ 
 ε 

ε→
ε

  
  ε + θ = + = =   

  +    

 (2.8) 

 
where a  is any constant in the interval ( ], 0 1 .  

Despite the new and interesting derivation approach, there are three main drawbacks. They are first 
implemented in one dimension, where the higher dimensions are not discussed at all or cause particularly high 
difficulties (see, for example, reference [28]). 

The second derivation is an expansion like the one given in Eq.(2.3) which is a problem because the 
Heaviside function is certainly not analytic around zero. Another example is to use an expression such as Eq.(2.5) 
and expand it for small C , while the limiting procedure required to maintain equality requires   C →∞  [34]. 

The last is that macroscopic quantities (e.g., the diffusion coefficient) cannot be inferred from 
microscopic rules with artificial parameters such as C and 𝜖, which cannot be removed later.  
In the paper [34], it was shown that the absence of formal derivation is not accidental, but rather reflects the 
significant differences between the continuum equation describing the BD model and the KPZ equation. This 
difference proves to be slight in one-dimension in the presence of noise, but is crucial when discussing 
deterministic dynamics. However, there is still an open question: first whether the BD model in d  dimensions 
has a proper continuous description that does not depend on the discrete lattice on which it was defined, and 
how this equation can be derived. The second is whether the BD model belongs to the KPZ universality class 
in dimensions higher than one or not.  
 
3. 1+1 dimension study of finite-size scaling of a ballistic deposition model  
 
In general, the assumption shows that the ballistic deposition model belongs to the KPZ universality class, but 

it is slow for theoretical predicted values of the exponents , , 1 1a
2 3

= β =  and 3z
2

=  which require more larger 

lattices simulation. The study [35] used finite scaling and large sampling in order to have rather large lattices 
with few samples in the simulations. The authors have been focused on the functional size of the various 
exponents. Finally, only two of the exponents are independent, which we have given above.  
In the ballistic deposition model, the interface width is defined by  
 

  ( ) ( ) ( ) 22w t h t h t= −  (3.1) 

 
where 
 

  ( )
1

1  
L

n n
i

i

h t h
L =

=   (3.2) 

 
is the  n -th moment of the heights at time t , and L  is the linear dimension of the system. The symbol ‘〈 〉’ 
represents the average over many realizations.  
Thus, the width of the interface follows the scaling function proposed by Family and Vicsek [36], which is 
defined as:  
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  ( ) z
tw t L f

L
α  =  

 
 (3.3) 

 
where the scaling function ( )f x  with / zx t L=  is proportional to ( )f x xβ=  for 1x  and ( ) .f x const≈  
for 1.x  Here, the exponent α  is the roughness exponent with respect to the saturation of the interface 
width. The exponent β  is the growth exponent and the exponent z  is the crossover or saturation exponent. 
Since the exponent z  represents the transition time from the ballistic deposition regime to the saturation 
regime, it can characterize finite systems. This is more typical for time-dependent rather than equilibrium 
systems, where correlations are built up and are eventually reduced by the finite size of the system. The 
analogue equivalent of equilibrium systems occurs at the critical point of the second order phase transition.  
 Initially, the interface is growing depending on the size of the lattice and the scaling function of this 
region is proportional to / zt Lβ β , we will have the following relation between exponents  
 
  zα = β .  (3.4) 
 
In [35], the simulation of the ballistic deposition model was performed in the square lattice with different 
lattices of linear sizes L , which provided a detailed finite size dependence study. Periodic boundary conditions 
were applied in a direction perpendicular to the incoming flux of the particles. The ballistic deposition model 
started to saturate at the instant of time xt , which means crossover time. Equation (3.3) showed that the 
crossover time is consistent with the relation  
 
  z

xt L∞  (3.5) 
 
where the symbol ‘ ∞ ’ means ‘proportional to’. Relation (3.5) initially increases linearly for xt t  then takes 
a constant value.  
 

 
 

 

Fig.3. Plot of the width vs. time for systems of 
sizes 10, 20, 40, 80, 160, 320, 640, and 1280 
lattice constants wide. Smaller sizes 
saturate at a smaller value of the width [35]. 

Fig.4. Plot of the collapsed scaling function. Tails 
represent the initial transient behaviour due 
to a clean substrate [37]. 

 
From Eq.(2.5), the characteristic dependence of the crossover time on the size of the system can be observed 
as well as the fact that the crossover time increases with the size of the system. The crossover time was defined 
as the time given by the intersection of the straight line describing the saturation regime and the straight line 
describing the growth regime. In the process of calculating the slope of the latter straight line, there is a 
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transient regime in the initial stages of growth [37]. Figure 4 presents the results for exponent z  for the same 
lattice sizes as in Fig.3. [35].  
 The value of the exponent z  increases monotonically depending on the size of the system. The 

absolute value of the local slope increases by 1 0
L

→  but asymptotic limit of indication has not been reached 

yet. Since the exponent β  characterizes the growth of the interface for finite system size in early times, we can 
understand from [35] that smaller lattice constants lead to a non-monotonic approach to the asymptotic value. 
Although the conservative value β ≥ 0.30 can be obtained by extrapolation, it is not clear whether it can 
converge to the value 0.3 [38] predicted by the KPZ universality class. Later the system had time to grow 
lateral correlations much longer than its own linear size, but since the spatial correlations are limited by the 
size of the system, it showed that the system has a natural length scale, the saturation width of the interface. 
Because of Eq.(3.3) and Fig.3, we expect the value of the saturated width of the interface to scale as Lα . As 
with previous quantities the roughness exponent α  did not saturate. It is also instructive to observe the value 
of the exponent α  given from Eq.(3.4). The value of α is taken from βz for a given size of the system. Again, 
the results do not converge to the asymptotic values. Finally, the values of the z and exponent α have also to 
satisfy the following scaling relation 
 
  z 2+ α = , (3.6) 
 
thus, this quantity is plotted for various system sizes. Again, we can observe that the sum of two values is far 
from being achieved through the trend in the right direction. (See Figure 6). 
 
 
 

Fig.5. Plot of the roughness exponent, α, vs. 1/L 
for the same system sizes referred to in 
Figure 3. Filled triangles are calculated 
using Eq.(14), while filled rectangles are 
the values directly calculated [35]. 

Fig.6. The plot shows the quantity α+z vs. 1/L. 
Refer to the text for further details [35]. 

 

 
The ballistic deposition model shows strong corrections to scaling up to lattice sizes of 1280 lattice constants 
wide, leading to quite low convergence rates towards the asymptotic values of the exponents α, β, and z. Results 
presented in [35] indicate that correction scale higher than 1280 has not been investigated and it requires more 
processes of simulating larger lattices to obtain better estimates. 

1+1 dimension study of finite-size scaling of the ballistic deposition model provides an example of 
how nanostructured materials may introduce more stringent demands on present day theories. In particular, the 
slow convergence of the exponents α, β, and z to their asymptotic limit may prevent some real systems from 
being in the asymptotic regime. However, it requires more study on the KPZ universality model and its 
connection with the ballistic deposition model.  
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4. Direct connection between the BD and the KPZ equation using a limiting procedure 
 

Takashi Nagatani [45] described a direct and formal derivation of the KPZ equation from the ballistic 
deposition models. Figure 1 shows that the particle sticks to the first site along its trajectory and occupies nearest 
neighbour. It represents ballistic deposition as , , .i 1 i i 1− +  At time t 1+ , the height ( ),h i t 1+  is given by  

 
  ( ) ( ) ( ) ( ), max , , , , ,h i t 1 h i 1 t h i t 1 h i 1 t+ =  − + +    (4.1) 
 
where [ ]max   is the maximum function. In [45] a limiting procedure was applied to the difference of heights 
between nearest neighbours and the following Eq.(4.2) was obtained  
 

  ( ) ( )
( ) ( ) ( )

( ) ( ) ( )

,, ,

, , , 
, , lim ln

h i t 1h i 1 t h i 1 t

h i 2 t h i 1 t 1 h i t0

e e eh i t 1 h i 1 t 1

e e e
+

+ − + 
ε ε ε

− − +ε→
ε ε ε

+ ++ − − + = ε

+ +

 . (4.2) 

 

When 
( ) ( ), ,h i t h i 1 t

e
− −

ε  is replaced by ( ),  c i t a difference-difference equation was obtained  
 

  
( ) ( ) ( ) ( )

( ) ( ) ( ) ( ) ( ) ( )

, , , ,

, , , , , , 1

c i t 1 c i 1 t c i 1 t c i t

c i 1 t c i t c i 1 t c i 1 t c i 1 t c i t −

+ = δ − + − +

+δ − +  δ + − + δ −   
  (4.3) 

 

where 
1

e
−

εδ = . We consider that the hydrodynamic mode on in the rough surface in the coarse-grained scales. 
The perturbation method applied to Eq.(4.3) defined slow variables X  and T  for the space variables i  and 
time variables t  [46].  
 For 1,xΔ   we get ( ) ( ),  2X x i T x t= Δ =δ Δ . By setting  
 
  ( ) ( ) ( )( ) ( ) ( )ln , , , , 2c i t x v xi x t x v X T= Δ Δ δ Δ = Δ  

 
and expanding ( ),c i t  to order ( )3xΔ , the following formula was obtained  
 

  ( ) ( ) ( ) ( ) ( ) ( ), exp ,
2 32 3x v x v

c i t x v X T 1 x v
2 6

Δ Δ
=  Δ  = + Δ + + +…   (4.4)  

 
where v  equals ( ),v X T  in the second equality. Similarly, ( ) ( ), ,  ,c i 1 t c i 1 t− +  and ( ),c i t 1+  were expanded 
in [45] and by substituting long-wavelength expansion into Eq.(2.4) keeping only the third term, the Burgers 
equation was obtained  
 
  ( )( ).2

T X Xv 2v v v 1 2∂ = ∂ + ∂ + δ    (4.5)  
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By setting ( ) ( ) ( ), ,
, X

h i t h i 1 t
v X T h

x
− −

= = ∂
εΔ

, the KPZ equation is obtained  

 

  
( ) .

2 2
X X

T
h h

h
1 2

∂ + ∂
∂ =

+ δ
 (4.6)  

 
 Here  δ constant is given by the ratio of the time increment tΔ  to the square of the space increment 

xΔ . The ballistic deposition process on coarse-grained scales can be described by the KPZ equation.  
In addition, there was an attempt at modifying models for the ballistic deposition with next nearest neighbour 
sticking rule in the same sequence as Eqs (4.1)-(4.4). However, the application of the limiting procedure and 
the perturbation method to the (2+1)-dimensional ballistic deposition could not derive the KPZ equation.  
 
5. Conclusion  
 
 It is always believed [38] that ballistic deposition is a paradigmatic discrete model for the KPZ 
universality class, but a formal derivation has not been obtained. In this work, we analysed that the absence of 
a formal derivation is not accidental. It rather showed important differences between the continuum equation 
that describes the ballistic deposition model and the KPZ equation. The presence and effect of noise were low, 
but it was significant for the deterministic dynamics in one-dimension [47]. In addition, the ballistic deposition 
model showed strong corrections to scaling up to lattice sizes of 1280 lattice constants wide, which led to quite 
low convergence rates towards the asymptotic values of the exponents α, β, and z.  
 Both the limiting procedure and perturbation methods for the derivation of the KPZ equation from the 
ballistic deposition models were presented. A strong connection between the ballistic deposition and the KPZ 
equation was shown. Finally, in spite of successful derivation of the KPZ equation in 1+1 dimensions from the 
ballistic deposition, 2+1 dimension did not show expected results.  
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Nomenclature 
 
 C  – arbitrary positive value 
 ,  , , , 1 2c c a zβ  – constant numbers  
 ( ), h t x  – height function  
 ih  – height configuration  
  i  – space variable 
  L  – linear dimension 
 t  – time variable  
 xt  – crossover time  
 ( )w t  – interface width  
 , X T  – slow variables  
 , , x y z  – coordinate system x  
 η  – noise  
 δ  – Dirac function  
 θ  – Heaviside discrete  
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