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#### Abstract

The aim of the paper is to examine the wavelet-Galerkin method for the solution of filtering equations. We use a wavelet biorthogonal basis with compact support for approximations of the solution. Then we compute the Zakai equation for our filtering problem and consider the implicit Euler scheme in time and the Galerkin scheme in space for the solution of the Zakai equation. We give theorems on convergence and its rate. The method is numerically much more efficient than the classical Galerkin method.
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## 1. Introduction

The Zakai equation describes the evolution of unnormalized conditional density which solves the problem of nonlinear filtering of diffusion processes. It is a linear stochastic parabolic partial differential equation. The approximation of solutions to the Zakai equation is a very important problem for practical applications. The Zakai equation in the form which we use is given, e.g., in the papers (Pardoux, 1991; Kurtz and Ocone, 1988; Yau and Yau, 2000; 2008) and in the book (Liptser and Shiryaev, 1977). The conditions for the existence and uniqueness of the solution to the Zakai equation are given in (Pardoux, 1991). We refer also to the paper (Rozovskiĭ, 1991) for existence and uniqueness theorems of the Zakai equation.

There are a lot of methods of constructing approximations of the Zakai equation: splitting up method (Elliott and Glowinski, 1989), decomposition into Wiener integrals (Crisan et al., 1998), discrete time approximations (Bennaton, 1985), some generalizations in Hilbert spaces (Germani and Picconi, 1984). There are also some modifications of the Galerkin method and various bases are
used, e.g., the Gaussian series basis, in the paper (Ahmed and Radaideh, 1997). The approximation of the Zakai equation in a nonlinear filtering problem with delay was considered in the paper (Twardowska et al., 2003).

The Euler and Milshtein schemes for time discretization and the Galerkin scheme with the Hermite basis were given in (Itô, 1996). Some characterizations of the stochastic Euler and Milshtein schemes can be found in the book (Kloeden and Platen, 1992), while time and space approximations of parabolic partial differential equations in (Thomée, 1997).

In this paper we give a modification of the classical Galerkin method using a biorthogonal wavelet basis with compact support. Wavelets are used to transform the problem into an equivalent one which is wellposed in the space $l_{2}$. The construction of such a basis can be found in the books (Bramble et al., 2003; Cohen, 2003; Daubechies, 1992; Wojtaszczyk, 1997) and in the papers (Dahmen, 1997; Cohen et al., 1992; Wang, 2002). The main advantage of wavelet methods is better efficiency of numerical calculations (see Section 5). The

Lévy-Ciesielski representation (Ciesielski, 1961; McKean, 1969) of the Wiener process is used in the paper.

It is known that the wavelet basis improves the condition number of a problem but the convergence rate is not changed.

Indeed, the Galerkin discretization in finite element spaces is ill conditioned in the sense that its condition number grows like $1 / h^{2 s}$, where $h$ is the mesh size and $s$ is the order of the corresponding Sobolev space, i.e., $2 s$ is the order of the operator (see (Cohen, 2003)). But the stiffness matrix relative to the wavelet hierarchical basis is even diagonal and a simple diagonal scaling would yield uniformly bounded condition numbers independent of the mesh size $h$ (see (Bramble et al., 2003)).

In our paper we show how to use the wavelet basis in the nonlinear filtering problem and we compute the convergence rate. Therefore, we can conclude that the condition number of our problem is better than in a classical basis, but the convergence rate is not improved.

There are many papers in which the condition number is computed when a wavelet basis is used. The problem is well conditioned if the condition number is small so it does not depend on the mesh size. This is done by preconditioning in wavelet methods.

For example, in the paper (Beuchler et al., 2004), the mass and stiffness matrices in a wavelet basis are built. Then the matrices that can be used as preconditioners are introduced. Estimates for the condition numbers of such matrices are built in some degenerate elliptic problems and parabolic problems from finance. Some examples of preconditioning matrices are considered.

Further, in the paper (Hilbert et al., 2004), the authors introduce the pricing problem in terms of parabolic partial differential equations. They show how one can construct optimal diagonal preconditioners based on wavelet norm equivalences.

Finally, (Yserentant, 1990) shows that the spectral condition numbers for a discretized second order elliptic boundary problem should remain bounded independently of the gridsize. There are two preconditioners that meet these requirements especially well. Both preconditioners utilize a multi-level structure. The condition number estimates are computed.

In Section 2 we derive the Zakai equation for our filtering problem, and in Section 3 we give the variational formulation for it. We describe our wavelet basis in Section 4. Section 5 is devoted to the wavelet formulation of the problem and the discussion of the condition number. Namely, we give an equivalent formulation in the wavelet coordinates for our original variational problem arising from the filtering equations and next from the Zakai equation. The transformed problem can be arranged to be wellposed due to the norm equivalences introduced by the wavelet basis and the compression of the operator matrix in the variational formulation, see (Dahmen and Schnei-
der, 1999; von Petersdorff and Schwab, 1996; 2003). This allows us to obtain convergent iterative schemes for the infinite-dimensional problem over the space $l_{2}$. Finally, in Section 6 we discuss convergence and its rate.

## 2. Nonlinear filtering problem and the Zakai equation

Let $\left(\Omega, \mathcal{F},\left(\mathcal{F}_{t}\right)_{t \geq 0}, P\right)$ be a probability space with a usual filtration $\mathcal{F}_{t}$. Denote by

$$
b: \mathbb{R}^{d} \rightarrow \mathbb{R}^{d}, \quad g: \mathbb{R}^{d} \rightarrow \mathbb{R}^{d \times d}, \quad f: \mathbb{R}^{d} \rightarrow \mathbb{R}^{p}
$$

some bounded and Lipschitz functions. Let $\sigma=$ $\left(\sigma_{\alpha \beta}\right)_{\alpha, \beta=1, \ldots, p}$ be a nonsingular matrix of constants. We consider the following system of Itô equations:

$$
\begin{gather*}
\mathrm{d} X(t)=b(X(t), Y(t)) \mathrm{d} t+g(X(t)) \mathrm{d} W(t) \\
X(0)=X_{0}, \quad t \geq 0  \tag{1}\\
\mathrm{~d} \bar{Y}(t)=f(X(t)) \mathrm{d} t+\sigma \mathrm{d} V(t) \\
Y(0)=0, \quad t \geq 0 \tag{2}
\end{gather*}
$$

where the state $X(t) \in \mathbb{R}^{d}$ is the unobserved process to be estimated and $Y(t) \in \mathbb{R}^{p}$ is the observation process. Moreover, $(W, V)$ are $\mathcal{F}_{t}$-adapted, $\mathbb{R}^{d} \times \mathbb{R}^{p}$-valued independent Wiener processes with covariances $I$. Furthermore, $X_{0}$ is an $\mathcal{F}_{0}$-measurable vector, independent of the Wiener processes $W$ and $V$.

Let us write

$$
\begin{equation*}
\mathrm{d} Y(t)=\frac{\mathrm{d} \bar{Y}(t)}{\sigma}=\sigma^{-1} f(X(t)) \mathrm{d} t+\mathrm{d} V(t) \tag{3}
\end{equation*}
$$

Further, let $C_{b}=C_{b}\left(\mathbb{R}^{d}, \mathbb{R}\right)$ be the space of continuous bounded functions on $\mathbb{R}^{d}$ with values in $\mathbb{R}$ and $C_{b}^{1}=$ $C_{b}^{1}\left(\mathbb{R}^{d}, \mathbb{R}\right), C_{b}^{2}=C_{b}^{2}\left(\mathbb{R}^{d}, \mathbb{R}\right)$ be the spaces of continuous bounded functions with continuous first and second derivatives, respectively.

Let $L^{2}\left(\mathbb{R}^{d}\right)$ be the Hilbert space, with the inner product

$$
(u, v)=\int_{\mathbb{R}^{d}} u(x) v(x) \mathrm{d} x
$$

and let $H^{1}\left(\mathbb{R}^{d}\right)$ denote the Sobolev space

$$
\left\{u \in L^{2}\left(\mathbb{R}^{d}\right): \frac{\partial u}{\partial x_{i}} \in L^{2}\left(\mathbb{R}^{d}\right), \quad i=1, \ldots, d\right\}
$$

with the norm

$$
\|u\|_{H^{1}\left(\mathbb{R}^{d}\right)}=\left(\|u\|_{L^{2}\left(\mathbb{R}^{d}\right)}^{2}+\sum_{i=1}^{d}\left\|\frac{\partial u}{\partial x_{i}}\right\|_{L^{2}\left(\mathbb{R}^{d}\right)}^{2}\right)^{1 / 2}
$$

Set $H=L^{2}\left(\mathbb{R}^{d}\right), V=H^{1}\left(\mathbb{R}^{d}\right)$ and $V^{*}=H^{-1}\left(\mathbb{R}^{d}\right)$ as the dual space of $V$. Moreover, $H^{*}$ is identified with $H$. Thus

$$
V \subset H=H^{*} \subset V^{*}
$$

We denote the dual product of $V \times V^{*}$ by $\langle\cdot, \cdot\rangle$.
Let $\phi$ be any $C_{b}^{2}$ function. Our problem is to estimate $\phi(X(t))$ when the history of $Y$ up to time $t$ is given. Define

$$
E\left\{\phi(X(t)) \mid \mathcal{F}_{t}^{Y}\right\}=\frac{\int_{\mathbb{R}^{d}} \phi(x) u(t, x) \mathrm{d} x}{\int_{\mathbb{R}^{d}} u(t, x) \mathrm{d} x}
$$

where $\mathcal{F}_{t}^{Y}$ is the $\sigma$-field generated by $Y(s)$ for $s \leq t$, complete with respect to the measure $P$ and $u(t)=u(t, x)$ (the unnnormalized conditional probability).

Proposition 1. (McKean, 1969; Rozovskiĭ, 1991). Under the assumptions that the coefficients in the system (1), (3) are bounded and measurable, the function $u(t)$ is the solution to the following so-called Zakai equation associated with (1), (3):

$$
\begin{align*}
\mathrm{d} u(t)+\widetilde{L}(Y) u(t) \mathrm{d} t=\widetilde{B} u(t) \mathrm{d} Y(t), & \\
& u(0)=u_{0} \in L^{2}\left(\mathbb{R}^{d}\right) \tag{4}
\end{align*}
$$

for all $t \in[0, T]$, where on the space $L^{2}\left(\mathbb{R}^{d}\right)$ the linear operators $\widetilde{L}(Y)$ and $\widetilde{B}$ are defined as follows for $x=$ $\left(x_{1}, \ldots, x_{d}\right)$ :

$$
\begin{align*}
\widetilde{L}(Y) \phi(x)= & -\sum_{i, l=1}^{d} a_{i l}(x) \frac{\partial^{2}}{\partial x_{i} \partial x_{l}} \phi(x) \\
& -\sum_{i=1}^{d} b_{i}(x) \frac{\partial}{\partial x_{i}} \phi(x),  \tag{5}\\
\widetilde{B} \phi(x)= & \sigma^{-1} f(x) \phi(x), \tag{6}
\end{align*}
$$

with $a_{i l}=\left(\frac{1}{2} g g^{*}\right)_{i, l=1, \ldots, d}$, where ${ }^{*}$ denotes the transpose matrix. Therefore, we do not need any boundary conditions.

For the existence and uniqueness of solutions of Eqn. (4) and their regularity properties, we need the following lemma.
Lemma 1. (Ahmed and Radaideh, 1997; Elliott and Glowinski, 1989; Pardoux, 1991) Suppose that
(i) $b_{i} \in C_{b}, i=1, \ldots, d,\left(g g^{*}\right)_{i l} \in C_{b}^{1}, i, l=1, \ldots, d$, and there exists $\alpha>0$ such that

$$
\begin{equation*}
\left(\left(g g^{*}\right) \xi, \xi\right) \geq \alpha\|\xi\|^{2} \tag{7}
\end{equation*}
$$

for all $\xi \in \mathbb{R}^{d}$.
Then $(\widetilde{L}(Y))^{*} \in L\left(V, V^{*}\right)$, and there exist some constant $\rho \geq 0$ such that the coercivity condition

$$
\begin{equation*}
\alpha\|\phi\|_{V}^{2}+\left\langle(\widetilde{L}(Y))^{*} \phi, \phi\right\rangle \leq \rho\|\phi\|_{H}^{2} \tag{8}
\end{equation*}
$$

is satisfied for all $\phi \in V$ and uniformly in $Y$. Moreover, there exist some positive constants $\beta$ and $\gamma$ such that

$$
\begin{equation*}
\langle\widetilde{L}(Y) \phi, \phi\rangle+\frac{1}{2}\|\widetilde{B} \phi\|_{H}^{2}+\beta\|\phi\|_{H}^{2} \geq \frac{1}{2} \gamma\|\phi\|_{V}^{2} \tag{9}
\end{equation*}
$$

for all $\phi \in V$ and uniformly in $Y$.

Proposition 2. see (Ahmed and Radaideh, 1997; Pardoux, 1991) Suppose that the assumptions of Lemma hold and
(ii) there exists a positive constant $K$ such that

$$
\begin{equation*}
\|\widetilde{B} u\|_{L^{2}\left(\mathbb{R}^{d}, \mathbb{R}^{p}\right)}^{2} \leq K\|u\|_{H}^{2} \tag{10}
\end{equation*}
$$

Then there exists a unique solution $u$ to the Zakai equation (4) and $u \in L^{\infty}(0, T ; H) \cap L^{2}\left(0, T ; H^{1}\right), u \in$ $C(0, T ; H), P$-almost surely.

## 3. Variational formulation

The spatial domain for the solution of the Zakai equation (4) is the whole space $\mathbb{R}^{d}$. Computationally, it is impossible to consider such an unbounded domain. Since the initial density $u_{0}$ is approximately supported on a bounded subset of $\mathbb{R}^{d}$, the solution to the Zakai equation can also be considered possibly on another bounded (with the Lipschitz regular boundary) sufficiently large subset, e.g., $\mathcal{U} \subset \mathbb{R}^{d}$, where a significant part of the probability mass is concentrated. Therefore, we shall restrict the computations to the subset $\mathcal{U}$ (Ahmed and Radaideh, 1997; Elliott and Glowinski, 1989).

To create the variational form of Eqn. (4), we take the inner product of (4) by a function $v \in H_{0}^{1}(\mathcal{U}), \mathcal{U} \subset \mathbb{R}^{d}$. We also write

$$
[u(t)](x)=u(t, x), \quad 0 \leq t \leq 1, \quad x \in \mathcal{U}
$$

Thus we get

$$
\begin{equation*}
\left(\frac{\partial}{\partial t} u(t), v\right)+\widetilde{B}[u, v, t]=\left(\widetilde{B} u(t) \frac{\mathrm{d} Y(t)}{\mathrm{d} t}, v\right) \tag{11}
\end{equation*}
$$

or

$$
\left(\frac{\partial}{\partial t} u(t), v\right)+\widetilde{\widetilde{B}}[u, v, t]=\left(\sigma^{-1} f(X(t)) u(t) \frac{\mathrm{d} Y(t)}{\mathrm{d} t}, v\right)
$$

with the appropriate initial condition, where

$$
\begin{equation*}
\widetilde{\widetilde{B}}[u, v, t]=(\widetilde{L} u(x), v(x)) \tag{12}
\end{equation*}
$$

We also put $\widetilde{l}: V \times V \rightarrow \mathbb{R}$ for

$$
\begin{equation*}
\widetilde{l}(u, v)=\langle\widetilde{L} u, v\rangle_{V^{*} \times V}, \quad u, v \in V \tag{13}
\end{equation*}
$$

Moreover, we shall need on $V$ an equivalent energy norm defined by

$$
\begin{equation*}
\|u\|_{\tilde{l}}=(\widetilde{l}(u, u))^{1 / 2} \sim\|u\|_{V} \tag{14}
\end{equation*}
$$

On $\partial \mathcal{U}$ we impose the zero boundary condition. Integrating by parts and taking into account the functions vanish-
ing on $\partial \mathcal{U}$, using (12) we get

$$
\begin{align*}
\widetilde{\widetilde{B}}[u, v, t]= & \int_{\mathcal{U}} \widetilde{L}(Y) u(x) v(x) \mathrm{d} x \\
= & \int_{\mathcal{U}}\left[-\sum_{i, l=1}^{d} a_{i l} \frac{\partial^{2}}{\partial x_{i} \partial x_{l}} u(x)\right. \\
& \left.-\sum_{i=1}^{d} b_{i} \frac{\partial}{\partial x_{i}} u(x)\right] v(x) \mathrm{d} x  \tag{15}\\
= & \int_{\mathcal{U}}\left[\sum_{i, l=1}^{d} a_{i l} \frac{\partial}{\partial x_{i}} u(x) \frac{\partial}{\partial x_{l}} v(x)\right. \\
& \left.-\sum_{i=1}^{d} b_{i} \frac{\partial}{\partial x_{i}} u(x) v(x)\right] \mathrm{d} x .
\end{align*}
$$

More precisely, from (11) we obtain

$$
\begin{aligned}
\int_{\mathcal{U}} \frac{\partial u(t)}{\partial t}(x) v(x) & \mathrm{d} x+\widetilde{\widetilde{B}}[u, v, t] \\
= & \int_{\mathcal{U}} \sigma^{-1} f(x) u(x) \frac{\mathrm{d} Y(t)}{\mathrm{d} t} v(x) \mathrm{d} x
\end{aligned}
$$

Now, let $\left\{e_{s}(x)\right\}$ denote an orthogonal basis of $H_{0}^{1}(\mathcal{U})$. For fixed $n$ we define

$$
\begin{equation*}
u_{n}(t, x)=\sum_{s=1}^{n} \alpha_{s}^{n}(t) e_{s}(x) \tag{16}
\end{equation*}
$$

so $\left(u_{n}^{\prime}, e_{s}\right)=\left(\partial u_{n}(t) / \partial t, e_{s}\right)=\left(\alpha_{s}^{n}(t)\right)^{\prime}$. Further, we take $v(x)=e_{s}(x)$ in (11) and get

$$
\begin{equation*}
\left(u_{n}^{\prime}, e_{s}\right)-\widetilde{B}\left[u_{n}, e_{s}, t\right]-\left(\widetilde{B} u_{n}(t) \frac{\mathrm{d} Y(t)}{\mathrm{d} t}, e_{s}\right)=0 \tag{17}
\end{equation*}
$$

Notice that

$$
\begin{align*}
\widetilde{\widetilde{B}}\left[u_{n}, e_{s}, t\right]=\widetilde{\widetilde{B}}\left[\sum_{h=1}^{n}\right. & \left.\alpha_{h}^{n}(t) e_{h}(x), e_{s}, t\right] \\
& =\sum_{h=1}^{n} \alpha_{h}^{n}(t) \widetilde{\widetilde{B}}\left[e_{h}, e_{s}, t\right] \tag{18}
\end{align*}
$$

So we obtain a system of ordinary differential equations

$$
\begin{align*}
& \left(\alpha_{s}^{n}(t)\right)^{\prime}-\sum_{h=1}^{n} \alpha_{s}^{n}(t) \widetilde{\widetilde{B}}\left[e_{h}, e_{s}, t\right] \\
& \quad-\left(\widetilde{B} u_{n}(t) \frac{\mathrm{d} Y(t)}{\mathrm{d} t}, e_{s}\right)=0, \quad s=1, \ldots, n \tag{19}
\end{align*}
$$

for unknown functions $\alpha_{s}^{n}(t)$, and with the initial condition

$$
\begin{equation*}
\sum_{s=1}^{n} \alpha_{s}^{n}(0) e_{s}(x)=u_{n}(0, x) \tag{20}
\end{equation*}
$$

It is obvious that there exists a unique absolutely continuous solution $\alpha^{n}(t)=\left(\alpha_{1}^{n}(t), \ldots, \alpha_{n}^{n}(t)\right)$ to the system (19), (20). However, the performance of the iterative scheme depends on the condition number of the system (Bramble et al., 2003; Dahmen, 1997) which is the quotient of the maximal and minimal eigenvalues of the system matrix. In practice, one would not apply an iterative scheme to the solution of the above system-it is too complicated.

In the next section we propose a set of basis wavelet functions to get the solution of the Zakai equation by the wavelet-Galerkin method.

## 4. Wavelet basis

The definitions are taken from the books (Bramble et al., 2003; Cohen, 2003; Daubechies, 1992; Wang, 2002) and from the paper (Dahmen, 1997). Our goal is to create a biorthogonal wavelet basis.

In the paper, we further assume that $d=1$ and we take as the scaling function the so-called "tent" function (Dahmen, 1997):

$$
\varphi(x)= \begin{cases}1+x, & -1 \leq x \leq 0  \tag{21}\\ 1-x, & 0 \leq x \leq 1 \\ 0, & \text { otherwise }\end{cases}
$$

The simplest choice of the so-called trial spaces $V_{j}$ are the spaces of the scaled tent functions

$$
\begin{equation*}
\varphi_{j, k}(x)=2^{j / 2} \varphi\left(2^{j} x-k\right), \quad k=0,1, \ldots, 2^{j} \tag{22}
\end{equation*}
$$

We choose $\varphi_{j, k}(x)$ as basis functions for the trial spaces $V_{j}$. They form a Riesz basis relative to the standard inner product in $H$.

Further (Dahmen, 1997, pp. 62-63), since

$$
\begin{equation*}
\varphi(x)=\frac{1}{2} \varphi(2 x+1)+\varphi(2 x)+\frac{1}{2} \varphi(2 x-1), \tag{23}
\end{equation*}
$$

that is,
$\varphi_{j, k}=\frac{1}{2 \sqrt{2}} \varphi_{j+1,2 k-1}+\frac{1}{\sqrt{2}} \varphi_{j+1,2 k}+\frac{1}{2 \sqrt{2}} \varphi_{j+1,2 k+1}$,
$V_{j}$ are nested and their union is dense in $L^{2}([0,1])$. Let (Cohen, 2003, pp. 11-12)

$$
\begin{gather*}
\psi(x)=\varphi(2 x-1), \quad \psi_{j, k}(x)=2^{j / 2} \psi\left(2^{j} x-k\right) \\
j=1,2, \ldots, \quad k=0,1, \ldots, 2^{j}-1 \tag{25}
\end{gather*}
$$

In order to successively update from coarser grids, we consider the hierarchical decomposition of $V_{j}$. Let

$$
\begin{equation*}
P_{j} f=\sum_{k=0}^{2^{j}} 2^{-j / 2} f\left(2^{-j} k\right) \varphi_{j, k} \tag{26}
\end{equation*}
$$

Then $P_{j} f$ is the projection of $f$ onto $V_{j}$ and the complements

$$
\begin{equation*}
W_{j}=\left(P_{j+1}-P_{j}\right) V_{j+1} \tag{27}
\end{equation*}
$$

are spanned by the tent functions on new grid points on the next higher scale

$$
\begin{equation*}
\Psi_{j}=\left\{\psi_{j, k}=\varphi_{j+1,2 k+1}: \quad k=0,1, \ldots, 2^{j}-1\right\} \tag{28}
\end{equation*}
$$

The resulting multilevel basis has become known as the wavelet basis.

Further, let

$$
\begin{equation*}
c_{j k}=\left(f, \varphi_{j, k}\right), \quad d_{j k}=\left(f, \psi_{j, k}\right) \tag{29}
\end{equation*}
$$

for any function $f$ from a normed space be the scaling function coefficients and the wavelet coefficients, respectively.

The wavelet basis $\psi_{j, k}$ gives the advantage that the elements of $V_{j}$, for each $j$, have two equivalent representations, namely, in the scaling as well as wavelet coefficients (29).

Now let us denote the dilation by $j$ operator and the translation by $k$ operator by $D^{j}$ and $T^{k}$, respectively. Thus

$$
\begin{equation*}
\left(D^{j} f\right)(x)=2^{j / 2} f\left(2^{j} x\right), \quad\left(T^{k} f\right)(x)=f(x-k) \tag{30}
\end{equation*}
$$

for any function $f$ and $j \in \mathbb{Z}, k \in \mathbb{R}$. They are the unitary operators so we can write the adjoint operators corresponding to them on the other side of the inner product.

It is obvious that $\psi_{j, k}=D^{j} T^{k} \psi$. Moreover, we have (Wojtaszczyk, 1997, §2.1; Dai and Larson, 1998, §3)

$$
\begin{align*}
\left(\psi_{j, k}, \psi_{j^{\prime}, k^{\prime}}\right) & =\left(D^{j} T^{k} \psi, D^{j^{\prime}} T^{k^{\prime}} \psi\right) \\
& =\left(\left(D^{j^{\prime}-j} T-2^{j^{\prime}-j} k+k^{\prime}\right) \psi, \psi\right) \tag{31}
\end{align*}
$$

so

$$
\begin{align*}
& \left(\psi_{j, k}(x), \psi_{j^{\prime}, k^{\prime}}(x)\right) \\
& \quad=\left(2^{\left(j^{\prime}-j\right) / 2} \psi\left(2^{j^{\prime}-j} x-2^{j^{\prime}-j} k+k^{\prime}\right), \psi(x)\right) \tag{32}
\end{align*}
$$

for $j, j^{\prime}=1,2, \ldots, j \leq j^{\prime}$ and $k=0,1, \ldots, 2^{j}-1$, $k^{\prime}=0,1, \ldots, 2^{j}-1$.

From (31) and (32) we have, for example,

$$
\begin{aligned}
& \left(\psi_{1,1}(x), \psi_{2,2}(x)\right) \\
& \quad=\left(D T \psi(x), D^{2} T^{2} \psi(x)\right)=\left(2^{1 / 2} \psi(2 x), \psi(x)\right)
\end{aligned}
$$

Remark 1. If we construct the wavelets using the tent function (21) and we build the matrix, denoted here by $\mathcal{M}$, we get what follows:
(i) For the same level of $D$, that is, for $j=j^{\prime}$, the three wavelets overlap (we can see this from the property (23), so $\mathcal{M}$ is three-diagonal.
(ii) For $j^{\prime}=j-1$, five wavelets overlap so $\mathcal{M}$ is fivediagonal.
(iii) For general $j$ and $j^{\prime}$, we have $2^{j-j^{\prime}}+1$ diagonals.

Moreover, see (Bramble et al., 2003, p. 38), we have

$$
\begin{equation*}
\frac{\mathrm{d}}{\mathrm{~d} x} \psi_{j, k}(x)=\frac{\mathrm{d}}{\mathrm{~d} x} \varphi_{j+1,2 k+1}(x)=2^{j+\frac{3}{2}} \psi_{j, k}^{H}(x) \tag{33}
\end{equation*}
$$

denoting by $\psi_{j, k}^{H}$ the Haar wavelets for the sake of distinction here.

Let us notice that the Haar wavelets have $\varphi(x)=$ $\chi_{[0,1]}$ (the indicator function) as the scaling function (see (Bramble et al., 2003, pp. 32-33)) and they satisfy the condition (Bramble et al., 2003, p. 59)

$$
\begin{equation*}
\left(\psi_{j, k}^{H}, \psi_{j^{\prime}, k^{\prime}}^{H}\right)=\delta_{j, j^{\prime}} \delta_{k, k^{\prime}} \tag{34}
\end{equation*}
$$

Therefore, from (34) we get the following (Bramble et al., 2003, p. 63)

$$
\begin{align*}
& \left(\frac{\mathrm{d}}{\mathrm{~d} x} \psi_{j, k}, \frac{\mathrm{~d}}{\mathrm{~d} x} \psi_{j^{\prime}, k^{\prime}}\right) \\
& \quad=2^{j+j^{\prime}+3}\left(\psi_{j, k}^{H}, \psi_{j^{\prime}, k^{\prime}}^{H}\right)=2^{j+j^{\prime}+3} j_{j, j^{\prime}} \delta_{k, k^{\prime}} \tag{35}
\end{align*}
$$

It is known that the Haar functions form a complete orthonormal basis in $L^{2}[0,1]$.

Further (see (Dahmen, 1997, p. 80)), every $\varphi_{j, k}$ has the following expansion for $\Delta_{j}=\left\{0, \ldots, 2^{j}\right\}$ :

$$
\varphi_{j, k}=\sum_{l \in \Delta_{j+1}} m_{l, k}^{j} \varphi_{j+1, l}
$$

where $m_{k}^{j}=\left\{m_{l, k}^{j}\right\}_{l \in \Delta_{j+1}} \in l_{2}\left(\Delta_{j+1}\right)$ is the mask or filter sequence. We can write it in the matrix notation as

$$
\Phi_{j}^{T}=\Phi_{j+1}^{T} M_{j, 0}
$$

and call it the refinement relation, where $M_{j, 0}$ is the refinement matrix. For the tent function it is the $\left(2^{j+1}-\right.$ 1) $\times\left(2^{j}-1\right)$ matrix $M_{j, 0}$ below. Now we look for collections (Dahmen, 1997, p. 82)

$$
\Psi_{j}=\left\{\psi_{j, k}: \quad k=0,1, \ldots, 2^{j}-1\right\} \subset W_{j}
$$

for every $j=1,2, \ldots$ which spans $W_{j}$, and $\Psi$ being a union of such collections. This implies that there exists a matrix $M_{j, 1}$ such that

$$
\Psi_{j}^{T}=\Phi_{j+1}^{T} M_{j, 1}
$$

For the tent function it is the $\left(2^{j+1}-1\right) \times 2^{j}$ matrix $M_{j, 1}$
below. The announced matrices are

$$
\begin{aligned}
& M_{j, 0}=\left(\begin{array}{cccccc}
\frac{1}{2 \sqrt{2}} & 0 & 0 & 0 & \ldots & \\
\frac{1}{\sqrt{2}} & 0 & 0 & 0 & \ldots & \\
\frac{1}{2 \sqrt{2}} & \frac{1}{2 \sqrt{2}} & 0 & 0 & \ldots & \\
0 & \frac{1}{\sqrt{2}} & 0 & \ldots & & \\
0 & \frac{1}{2 \sqrt{2}} & \frac{1}{2 \sqrt{2}} & 0 & \ldots & \\
0 & 0 & \ldots & & & \\
\ldots & \ldots & \ldots & \ldots & \ldots & \ldots \\
& & & & \frac{1}{2 \sqrt{2}} & 0 \\
& & & & \frac{1}{2 \sqrt{2}} & \frac{1}{2 \sqrt{2}} \\
0 & \ldots & & & 0 & \frac{1}{\sqrt{2}} \\
0 & \ldots & & & 0 & \frac{1}{2 \sqrt{2}}
\end{array}\right), \\
& M_{j, 1}=\left(\begin{array}{ccccc}
1 & 0 & 0 & & \\
0 & 0 & 0 & & \\
0 & 1 & 0 & & \\
\vdots & \vdots & \vdots & & \\
& & & \\
& & 0 & 1 & 0 \\
& & 0 & 0 & 0 \\
& & & 0 & 0
\end{array}\right)
\end{aligned}
$$

Now we shall recall the Lévy-Ciesielski representation of the Wiener process (Ciesielski, 1961; McKean, 1969) and apply it to the description of the Wiener process $V(t)$ in (3).

Let us define the Haar functions for $k \geq 1$, odd $j<$ $2^{k}$ and $t \in[0,1]:$

$$
h_{0}(t)=1, \quad h_{j k}(t)= \begin{cases}\sqrt{2^{j-1}}, & t \in\left[\frac{k-1}{2^{j}}, \frac{k}{2^{j}}\right),  \tag{36}\\ -\sqrt{2^{j-1}}, & t \in\left[\frac{k}{2^{j}}, \frac{k+1}{2^{j}}\right), \\ 0, & \text { elsewhere }\end{cases}
$$

Definition 1. The Schauder functions $\left\{H_{0}, H_{j k}\right\}$ are integrals of the Haar functions $h_{j k}$, that is,

$$
H_{j k}(t)=\int_{0}^{t} h_{j k}(s) \mathrm{d} s
$$

Thus they are of the form

$$
\begin{align*}
H_{0}(t) & =t, \\
H_{j k}(t) & = \begin{cases}\sqrt{2^{j-1}}\left[t-\frac{k-1}{2^{j}}\right], & t \in\left[\frac{k-1}{2^{j}}, \frac{k}{2^{j}}\right), \\
\sqrt{2^{j-1}}\left[\frac{k+1}{2^{j}}-t\right], & t \in\left[\frac{k}{2^{j}}, \frac{k+1}{2^{j}}\right), \\
0, & \text { elswhere. }\end{cases} \tag{37}
\end{align*}
$$

The Schauder functions are little hats or tents of height $\sqrt{2^{j+1}}$.

Theorem 1. (Ciesielski, 1961; McKean, 1969). Let us define $\widetilde{W}^{n}(t)$ as

$$
\begin{equation*}
\widetilde{W}^{n}(t)=X_{0}(\omega) H_{0}(t)+\sum_{j=1}^{n} \sum_{k=1}^{2^{j}-1} X_{j k} H_{j k}(t) \tag{38}
\end{equation*}
$$

where $\left\{X_{0}, X_{j k}\right\}, j=1,2, \ldots, n, k=1,2, \ldots, 2^{j}-1$ is a sequence of independent normal random variables with mean zero and variance one, defined on the probability space $(\Omega, \mathcal{F}, P), t \in[0,1], n=1,2, \ldots$ Then $\widetilde{W}^{n}(t)$ converges almost surely to some $\widetilde{W}(t)$ which is a standard Brownian motion, uniformly in $t$ in the space $C([0,1])$.

## 5. Wavelet-Galerkin space discretization of the Zakai equation

We shall now approximate the exact solution to Eqn. (4) with respect to the space variable by the wavelet-Galerkin method using the biorthogonal wavelet basis.

In the general case, let $\mathcal{H}$ be a Hilbert space and $A(\cdot, \cdot): \mathcal{H} \times \mathcal{H} \rightarrow \mathbb{R}$ a continuous bilinear form. Consider the following variational problem: Given $F \in \mathcal{H}^{*}$, find $U \in \mathcal{H}$ such that

$$
\begin{equation*}
A(V, U)=\langle V, F\rangle, \quad V \in \mathcal{H} \tag{39}
\end{equation*}
$$

Define the operator $\mathcal{L}: \mathcal{H} \rightarrow \mathcal{H}^{*}$ by

$$
\begin{equation*}
\langle V, \mathcal{L} U\rangle=A(V, U), \quad V \in \mathcal{H} \tag{40}
\end{equation*}
$$

so that Eqns. (39) and (40) are equivalent to

$$
\begin{equation*}
\mathcal{L} U=F \tag{41}
\end{equation*}
$$

Then the problem (39) is well-posed if the so-called mapping property is satisfied, that is, if there exist some positive constants $c_{1}, C_{1}>0$ such that

$$
\begin{equation*}
c_{1}\|V\|_{\mathcal{H}} \leq\|\mathcal{L} V\|_{\mathcal{H}^{*}} \leq C_{1}\|V\|_{\mathcal{H}} \quad \text { for } V \in \mathcal{H} \tag{42}
\end{equation*}
$$

In general, $\mathcal{H}$ will be a product space, i.e., $\mathcal{H}=H_{1,0} \times$ $\cdots \times H_{m, 0}$, where the component spaces $H_{i, 0} \subseteq H_{i}$ will be closed subspaces of some Hilbert spaces $H_{i}$ (e.g., some Sobolev spaces). Let the bilinear form $A(\cdot, \cdot)$ be given by $A(V, U)=\left(a_{i^{\prime} l^{\prime}}\left(v_{i^{\prime}}, u_{l^{\prime}}\right)\right)_{i^{\prime}, l^{\prime}=1, \ldots, m}$, so that the operator $\mathcal{L}$ is matrix-valued and $\mathcal{L}=\left(\mathcal{L}_{i^{\prime} l^{\prime}}\right)_{i^{\prime}, l^{\prime}=1, \ldots, m}$.

Define $\mathbf{D}=\operatorname{diag}\left(w_{j, k}\right), w_{j, k}=2^{j}$ for the scale $j$ and the spatial location $k$. Denote by $\mathbf{D}^{s^{\prime}}$ a diagonal matrix with $w_{j, k}=2^{s^{\prime} j}$. Then $\mathbf{D}^{-s^{\prime}} \boldsymbol{\Psi}=\left\{2^{-s^{\prime} j} \psi_{j, k}\right\}$, with $\Psi$ given in Section 4 . Now we shall describe how to solve the problem with the wavelet basis. Namely, we have the norm equivalence (Bramble et al., 2003, p. 41) that we shall write generally for $\widetilde{\gamma}, \widetilde{\gamma}>0$ and $s \in(-\widetilde{\gamma}, \widetilde{\gamma})$ :

$$
\begin{equation*}
c_{s^{\prime}}\|\mathbf{v}\|_{l_{2}} \leq\left\|\mathbf{v} \mathbf{D}^{-s^{\prime}} \Psi\right\|_{H^{s^{\prime}}} \leq C_{s^{\prime}}\|\mathbf{v}\|_{l_{2}} \quad \text { for } \mathbf{v} \in l_{2} \tag{43}
\end{equation*}
$$

where $c_{s^{\prime}}, C_{s^{\prime}}$ are some positive bounded constants while $H^{s^{\prime}}$ stands for a suitable subspace of a Sobolev space and $H^{-s^{\prime}}$ for its dual space.

We will assume that for each $H_{i^{\prime}, 0}$ one has suitable bases $\Psi_{i^{\prime}}$ and scaling matrices $\mathbf{D}_{i^{\prime}}$ such that (43) is satisfied. The scaled wavelet representation of the operators
$\mathcal{L}_{i^{\prime} l^{\prime}}$ is then given by

$$
\begin{equation*}
\mathbf{A}_{i^{\prime} l^{\prime}}=\mathbf{D}_{i^{\prime}}^{-1} a_{i^{\prime} l^{\prime}}\left(\Psi_{i^{\prime}}, \Psi_{l^{\prime}}\right) \mathbf{D}_{l^{\prime}}^{-1} \text { for } i^{\prime}, l^{\prime}=1, \ldots, m \tag{44}
\end{equation*}
$$

$\mathbf{D}=\operatorname{diag}\left(\mathbf{D}_{1}, \ldots, \mathbf{D}_{m}\right)$. Next, the scaled standard representation of $\mathcal{L}$ and the dual wavelet representation of the right-hand side data are given by

$$
\begin{align*}
& \mathbf{L}=\left(\mathbf{A}_{i^{\prime} l^{\prime}}\right)_{i^{\prime}, l^{\prime}=1}^{m}=\mathbf{D}^{-1}(\boldsymbol{\Psi}, \mathcal{L} \boldsymbol{\Psi}) \mathbf{D}^{-1}  \tag{45}\\
& \mathbf{F}=\mathbf{D}^{-1}(\boldsymbol{\Psi}, F) \tag{46}
\end{align*}
$$

Important properties of the solution to our problem are given in the following two theorems.

Theorem 2. (Bramble et al., 2003, pp. 66-67). Let $\widehat{U}=\mathbf{U}^{T} \mathbf{D}^{-1} \boldsymbol{\Psi}$ be the scaled wavelet representation of the solution to (39). Then

$$
\begin{equation*}
\mathcal{L} \widehat{U}=F \Longleftrightarrow \mathbf{L U}=\mathbf{F} \tag{47}
\end{equation*}
$$

The above result can be related to preconditioning. Namely, we have the next theorem.
Theorem 3. (Bramble et al., 2003, pp. 67). The mapping property (42) and the norm equivalence (43) imply a uniformly bounded condition number with respect to the mesh size during discretization:

$$
\begin{equation*}
\operatorname{cond}(\mathbf{L})=\mathcal{O}(1) \quad \text { as } \sharp \Lambda \rightarrow \infty, \tag{48}
\end{equation*}
$$

where $\Lambda$ is a finite subset of $\mathcal{J}=\mathcal{J}_{\varphi} \cup \mathcal{J}_{\psi}$. Here $\mathcal{J}$ is an infinite index set, where $\sharp \mathcal{J}_{\varphi}<\infty$, representing the scaling functions. The index in $\mathcal{J}_{\psi}$ represents the wavelet spanning complements between refinement levels.

Any function $u(t, \cdot) \in U$ can be represented in the wavelet basis $\left\{\psi_{j, k}(x)\right\}, j=0,1, \ldots, k=0,1, \ldots, 2^{j}-$ 1 , as follows:

$$
\begin{align*}
u(t, x)=\sum_{j=0}^{\infty} \sum_{k=0}^{2^{j}-1} & \alpha_{j k}(t) \psi_{j, k}(x) \\
& \alpha_{j k}(t) \in \mathbb{R}, \quad \alpha_{j k}(0)=\gamma_{j k} \tag{49}
\end{align*}
$$

We define a projection $P_{n}: V \rightarrow V_{n}$ by truncating the wavelet expansion

$$
\begin{equation*}
u_{n}(t, x)=P_{n} u(t, x)=\sum_{j=0}^{n} \sum_{k=0}^{2^{j}-1} \alpha_{j k}(t) \psi_{j, k}(x) \tag{50}
\end{equation*}
$$

for $u_{n}(t, \cdot) \in V_{n}$, where $V_{n}$ is the finite-dimensional subspace of $V$ that is spanned by the finite collection $\left\{\psi_{j, k}\right\}$, $j=0,1, \ldots, n$, and $k=0,1, \ldots, 2^{j}-1$.

In our case the norm equivalence is of the form (von Petersdorff and Schwab, 2003, p. 168)

$$
\begin{equation*}
c_{s^{\prime}}\|\mathbf{v}\|_{\mathcal{H}^{s^{\prime}}(\mathcal{U})}^{2} \leq \sum_{j=0}^{\infty} \sum_{k=0}^{2^{j}-1}\left|\alpha_{j k}\right|^{2} 2^{2 j s^{\prime}} \leq C_{s^{\prime}}\|\mathbf{v}\|_{\mathcal{H}^{s^{\prime}}(\mathcal{U})}^{2} \tag{51}
\end{equation*}
$$

for $\mathbf{v} \in l_{2}, 0 \leq s^{\prime} \leq 1$.
Now we consider Eqn. (11) putting $v(x)=\psi_{\tilde{l}, \tilde{s}}(x)$, $\widetilde{l}=0,1, \ldots, \widetilde{s}=0,1, \ldots, 2^{\tilde{l}}-1$, and we use (38) for the Wiener process $V(t)$. We obtain

$$
\begin{align*}
\left(\frac{\partial}{\partial t} u(t), \psi_{\tilde{l}, \tilde{s}}\right) & +\widetilde{\widetilde{B}}\left[u, \psi_{\tilde{l}, \tilde{s}}, t\right] \\
- & \left(\sigma^{-1} f(x) u(t) \frac{\mathrm{d} Y(t)}{\mathrm{d} t}, \psi_{\tilde{l}, \tilde{s}}\right)=0 . \tag{52}
\end{align*}
$$

We substitute $u_{n}(t)$ for $u(t)$ and, using the fact that

$$
\begin{align*}
& \left(\frac{\partial}{\partial t} \sum_{j=0}^{n} \sum_{k=0}^{2^{j}-1} \alpha_{j k}(t) \psi_{j, k}(x), \psi_{\tilde{l}, \tilde{s}}(x)\right) \\
& \quad=\sum_{j=0}^{n} \sum_{k=0}^{2^{j}-1} \alpha_{j k}^{\prime}(t)\left(\psi_{j, k}(x), \psi_{\tilde{l}, \tilde{s}}(x)\right) \tag{53}
\end{align*}
$$

from (17) we get

$$
\begin{aligned}
& \sum_{j=0}^{n} \sum_{k=0}^{2^{j}-1} \alpha_{j k}^{\prime}(t)\left(\psi_{j, k}(x), \psi_{\tilde{l}, \tilde{s}}(x)\right) \\
& \quad+\widetilde{\widetilde{B}}\left[\sum_{j=0}^{n} \sum_{k=0}^{2^{j}-1} \alpha_{j k}(t) \psi_{j, k}(x), \psi_{\tilde{l}, \tilde{s}}(x), t\right] \\
& -\sum_{j=0}^{n} \sum_{k=0}^{2^{j}-1} \alpha_{j k}(t)\left(\sigma^{-1} f(x) \psi_{j, k}(x) \frac{\mathrm{d} Y(t)}{\mathrm{d} t}, \psi_{\tilde{l}, \tilde{s}}(x)\right) \\
& =0
\end{aligned}
$$

Further, we shall need the derivative of $\psi_{j, k}(x)$ :

$$
\begin{equation*}
\frac{\partial}{\partial x_{i}} \psi_{j, k}(x)=2^{3 j / 2} \psi_{x_{i}}^{\prime}\left(2^{j} x-k\right), \quad i=1, \ldots, d \tag{55}
\end{equation*}
$$

From (12) and (50) and integration by parts we get

$$
\begin{align*}
& \widetilde{\widetilde{B}}\left[u_{n}, \psi_{\tilde{l}, \tilde{s}}, t\right] \\
& =\widetilde{\widetilde{B}}\left[\sum_{j=0}^{n} \sum_{k=0}^{2^{j}-1} \alpha_{j k}(t) \psi_{j, k}(x), \psi_{\tilde{l}, \tilde{s}}(x), t\right] \\
& =\sum_{j=0}^{n} \sum_{k=0}^{2^{j}-1} \alpha_{j k}(t) \int_{\mathcal{U}} \widetilde{L}(Y) \psi_{j, k}(x) \psi_{\tilde{l}, \tilde{s}}(x) \mathrm{d} x \\
& =\sum_{j=0}^{n} \sum_{k=0}^{2^{j}-1} \alpha_{j k}(t) \int_{\mathcal{U}}\left[\sum_{i, l=1}^{d} a_{i l}(x) \frac{\partial}{\partial x_{i}} \psi_{j, k}(x) \frac{\partial}{\partial x_{l}} \psi_{\tilde{l}, \tilde{s}}(x)\right. \\
& \left.\quad+\sum_{i=1}^{d} b_{i}(x) \frac{\partial}{\partial x_{i}} \psi_{j, k}(x) \psi_{\tilde{l}, \tilde{s}}(x)\right] \mathrm{d} x . \tag{56}
\end{align*}
$$

Due to the properties (33) and (35) we obtain

$$
\begin{align*}
& \sum_{j=0}^{n} \sum_{k=0}^{2^{j}-1} \alpha_{j k}^{\prime}(t)\left(\psi_{j, k}(x), \psi_{\tilde{l}, \tilde{s}}(x)\right) \\
& +\sum_{j=1}^{n} \sum_{k=0}^{2^{j}-1} \alpha_{j k}(t) \\
& \times \int_{\mathcal{U}}\left[\sum_{i, l=1}^{d} a_{i l}(x) 2^{3 j / 2} \psi_{x_{i}}^{\prime}\left(2^{j} x-k\right) 2^{3 \tilde{l} / 2} \psi_{x_{l}}^{\prime}\left(2^{\tilde{l}} x-\widetilde{s}\right)\right. \\
& \left.\quad+\sum_{i=1}^{d} b_{i}(x) 2^{3 j / 2} \psi_{x_{i}}^{\prime}\left(2^{j} x-k\right)\right] \mathrm{d} x \\
& -\sum_{j=0}^{n} \sum_{k=0}^{2^{j}-1} \alpha_{j k}(t)\left(\sigma^{-1} f(x) 2^{j / 2} \psi\left(2^{j} x-k\right) \frac{\mathrm{d} Y(t)}{\mathrm{d} t},\right. \\
& \left.2^{\tilde{l} / 2} \psi\left(2^{\tilde{l}} x-\widetilde{s}\right)\right)=0 \tag{57}
\end{align*}
$$

with the initial condition

$$
\begin{equation*}
\sum_{j=1}^{n} \sum_{k=0}^{2^{j}-1} \alpha_{j k}(0)\left(\psi_{j, k}(x), \psi_{\tilde{l}, \tilde{s}}(x)\right)=\left(u_{0}, \psi_{\tilde{l}, \tilde{s}}(x)\right) \tag{58}
\end{equation*}
$$

for all $\widetilde{l}=0,1, \ldots, n, \widetilde{s}=0,1, \ldots, 2^{j}-1$. The last term has, by (3), the following form:

$$
\begin{align*}
& \sum_{j=0}^{n} \sum_{k=0}^{2^{j}-1} \alpha_{j k}(t)\left(\sigma^{-1} f(x) 2^{j / 2} \psi\left(2^{j} x-k\right)\right. \\
& \left.\quad \times \frac{\mathrm{d} Y(t)}{\mathrm{d} t}, 2^{\tilde{l} / 2} \psi\left(2^{\tilde{l}} x-\widetilde{s}\right)\right) \\
& =\sum_{j=0}^{n} \sum_{k=0}^{2^{j}-1} \alpha_{j k}(t)\left(\sigma^{-1} f(x) 2^{j / 2} \psi\left(2^{j} x-k\right)\right. \\
& \left.\quad \times\left[\sigma^{-1} f(x)+\frac{\mathrm{d} V(t)}{\mathrm{d} t}\right], 2^{\tilde{l} / 2} \psi\left(2^{\tilde{l}} x-\widetilde{s}\right)\right) \\
& =\sum_{j=0}^{n} \sum_{k=0}^{2^{j}-1} \alpha_{j k}(t)\left(\left(\sigma^{-1} f(x)\right)^{2} 2^{j / 2} \psi\left(2^{j} x-k\right)\right. \\
& \left.\quad 2^{\tilde{l} / 2} \psi\left(2^{\tilde{l}} x-\widetilde{s}\right)\right) \\
& +\sum_{j=0}^{n} \sum_{k=0}^{2^{j}-1} \alpha_{j k}(t)\left(\sigma^{-1} f(x) 2^{j / 2} \psi\left(2^{j} x-k\right)\right.  \tag{59}\\
& \left.\quad \times \frac{\mathrm{d} V(t)}{\mathrm{d} t}, 2^{\tilde{l} / 2} \psi\left(2^{\tilde{l}} x-\widetilde{s}\right)\right)
\end{align*}
$$

Let $S_{j, k}=\operatorname{supp} \psi_{j, k}$. The diameter of $S_{j, k}$ is bounded by $C 2^{-k}$ and

$$
\delta_{k, \tilde{s}}=c \max \left\{2^{-n+C(2 n-k-\widetilde{s})}, 2^{-k}, 2^{-\tilde{s}}\right\}
$$

with some parameters $c, C>0$. For the meaning of the compressed parameters $c$ and $C$ we refer to (von Petersdorff and Schwab, 2003).

We define the compressed matrix $\widetilde{\widetilde{L}}(Y)$ and the corresponding bilinear form by replacing certain small matrix elements in $\widetilde{L}(Y)$ with zero:

$$
\widetilde{\widetilde{L}}_{(j k)(\tilde{l} \tilde{s})}(Y)=\left\{\begin{array}{l}
\widetilde{L}_{(j k)(\tilde{l} \tilde{s})}(Y)  \tag{60}\\
\text { if } \operatorname{dist}\left(S_{j, k} ; S_{\tilde{l}, \tilde{s}}\right) \leq \delta_{k, \tilde{s}} \\
\quad \text { or } S_{j, k} \cap \partial \mathcal{U} \neq \emptyset \\
0 \quad \text { otherwise } .
\end{array}\right.
$$

Finally, we get, in the matrix form, the following system, simpler than (19)-(20), to compute the unknown vector $\alpha(t)$ :

$$
\begin{align*}
& \mathcal{M} \alpha^{\prime}(t)+\alpha(t) \mathbf{D}_{i}^{-1} \widetilde{\widetilde{L}}(Y) \mathbf{D}_{l}^{-1} \\
& \quad-\alpha(t) \mathbf{D}_{i}^{-1} \widetilde{\mathcal{B}} \mathbf{D}_{l}^{-1}=0 \tag{61}
\end{align*}
$$

for $t>0$, where $\mathcal{M}$ is the mass matrix described in Re$\operatorname{mark} \mathbb{1} \widetilde{\tilde{L}}$ is the so-called stiffness matrix, $\widetilde{\mathcal{B}}$ is the matrix given in the last term of (57), and $\alpha(t)$ is the vector of unknowns. We notice that the stiffness and mass matrices are symmetric and positive-definite.

During time discretization of the increments of the Wiener process $V(t)$, appearing in $\mathrm{d} Y(t)$ in the last term of (57), we get the following expression using (3), (37) and (38) for $t_{\kappa}=\kappa \lambda$ and $\lambda=T / m, \kappa=0,1, \ldots, m$, $T>0, n=1,2, \ldots$ :

$$
\begin{align*}
& V^{n}\left(t_{\kappa}\right)-V^{n}\left(t_{\kappa-1}\right) \\
& =X_{0}(\omega) H_{0}(t)+\sum_{j=1}^{n} \sum_{k=1}^{2^{j}-1} X_{j k} H_{j k}\left(t_{\kappa}\right) \\
& \quad-X_{0}(\omega) H_{0}(t)-\sum_{j=1}^{n} \sum_{k=1}^{2^{j}-1} X_{j k} H_{j k}\left(t_{\kappa-1}\right)  \tag{62}\\
& = \\
& =\sum_{j=1}^{n} \sum_{k=1}^{2^{j}-1} X_{j k}\left[H_{j k}\left(t_{\kappa}\right)-H_{j k}\left(t_{\kappa-1}\right)\right] \\
& = \\
& \sum_{j=1}^{n} \sum_{k=1}^{2^{j}-1} X_{j k} G_{j k},
\end{align*}
$$

where

$$
\begin{gathered}
G_{j k}=\sqrt{2^{j-1}}\left[t_{\kappa}-2^{-j}(k-1)-t_{\kappa-1}+2^{-j}(k-1)\right] \\
=\sqrt{2^{j-1}}\left[t_{\kappa}-t_{\kappa-1}\right]=\sqrt{2^{j-1}} \lambda
\end{gathered}
$$

if $t_{\kappa}, t_{\kappa-1} \in\left[2^{-j}(k-1), 2^{-j} k\right)$,

$$
\begin{gathered}
G_{j k}=\sqrt{2^{j-1}}\left[2^{-j}(k+1)-t_{\kappa}-2^{-j}(k+1)+t_{\kappa-1}\right] \\
=-\sqrt{2^{j-1}}\left[t_{\kappa}-t_{\kappa-1}\right]=-\sqrt{2^{j-1}} \lambda
\end{gathered}
$$

if $t_{\kappa}, t_{\kappa-1} \in\left[2^{-j} k, 2^{-j}(k+1)\right)$,

$$
\begin{gathered}
G_{j k}=\sqrt{2^{j-1}}\left[2^{-j}(k+1)-t_{\kappa}-2^{-j}(k-1)+t_{\kappa-1}\right] \\
=\sqrt{2^{j-1}}\left[2^{1-j}-t_{\kappa}+t_{\kappa-1}\right],=\sqrt{2^{j-1}}\left[2^{1-j}-\lambda\right]
\end{gathered}
$$

if $t_{\kappa-1} \in\left[2^{-j}(k-1), 2^{-j} k\right), t_{\kappa} \in\left[2^{-j} k, 2^{-j}(k+1)\right)$.
Observe that $\lambda=t_{\kappa}-t_{\kappa-1}$. Notice that in the above we can assume that $\lambda$ is so small that $t_{\kappa-1}$ and $t_{\kappa}$ are situated in the same dyadic subinterval $\left[2^{-j}(k-1), 2^{-j} k\right)$ or $\left[2^{-j} k, 2^{-j}(k+1)\right.$ ) in (37) and (62). Thus we only have the first and the second situation, that is,

$$
\begin{align*}
\left|V^{n}\left(t_{\kappa}\right)-V\left(t_{\kappa-1}\right)\right| & =2^{(j-1) / 2}\left(t_{\kappa}-t_{\kappa-1}\right)  \tag{63}\\
& =2^{(j-1) / 2} \lambda=\widetilde{c}(n) \lambda
\end{align*}
$$

and

$$
\begin{equation*}
E\left[V^{n}\left(t_{\kappa}\right)-V^{n}\left(t_{\kappa-1}\right)\right]^{2}=c(n) \lambda^{2} \tag{64}
\end{equation*}
$$

for $c(n)=(\widetilde{c}(n))^{2}$.

## 6. Convergence theorem

The outline of this section is as follows: First, we shall consider the convergence of the schemes defined in (65)-(69) for the implicit Euler approximation with respect to time and for the wavelet-Galerkin approximation with respect to space. Second, we shall also compute a constant of the rate of convergence.

Namely, in Proposition 3 we give the convergence result. Then we formulate Theorem 4 on the rate of the convergence of our two schemes. To prove Theorem 4 we shall need two auxiliary Lemmas 2-3 for the rate of the convergence for the Euler as well as the wavelet-Galerkin approximations, respectively. Third, we use the wavelet basis introduced in Section 4 and we apply the well known generalized minimal residual method with $m_{0}$ iterates to solve the linear systems that appear in our wavelet schemes. We denote this method by $\operatorname{GMRES}\left(m_{0}\right)$. To estimate this scheme (see Lemma 4), we shall proceed similarly to the technique of (von Petersdorff and Schwab, 1996, Lemma 6.1).

Finally, we denote by $\widehat{u}_{n}^{\kappa, m}$ the inexact equation solution by GMRES iterations. We conclude that at each time step one can show, similarly as in (von Petersdorff and Schwab, 2003, pp. 178-179), that the solution $\widehat{u}_{n}^{\kappa, m}$ satisfies the same error bound as the solution $\widetilde{\widetilde{u}}_{n}^{\kappa, m}$ with the wavelet compressed operator and with all linear systems solved exactly.

At the beginning, let us mention that for the usual Hermite polynomial basis we have a similar time discretization in (Itô, 1996). We shall apply this result to the Wiener process representation given in (38).

We introduce the probability space $S=(\Omega \times[0, T]$, $\mathcal{F} \times \mathcal{B}, \mathrm{d} P \times \mathrm{d} t)$. Throughout this section we set

$$
u^{\kappa}=u\left(t_{\kappa}\right) \in V, \quad t_{\kappa}=\kappa \lambda \quad \text { for } \lambda=\frac{T}{m},
$$

where $\kappa=0,1, \ldots, m$.

We consider the wavelet-Galerkin approximation scheme for Eqn. (4):

$$
\begin{array}{r}
\mathrm{d} u_{n}(t)+\widetilde{L}_{n}(Y(t)) u_{n}(t) \mathrm{d} t=\widetilde{B}_{n}(t) u_{n}(t) \mathrm{d} Y(t), \\
u_{n}(0)=u_{n, 0} \tag{65}
\end{array}
$$

where $\widetilde{L}_{n}(Y(t))$ and $\widetilde{B}_{n}(t)$ are the projections of the operators given by (5) and (6), respectively. Moreover, $u_{n, 0}$ is the orthogonal projection of $u_{0}$ onto $V_{n}$ of $H$.

For $m \in N$ take the sequence $\left\{u^{\kappa, m}\right\}$ generated by the following Euler scheme for Eqn. (4):
$\frac{u^{\kappa, m}-u^{\kappa-1, m}}{\lambda}+\left[\widetilde{L}\left(Y_{\kappa-1}\right)+\beta I\right] u^{\kappa, m}$
$=\beta u^{\kappa-1, m}+\widetilde{B}\left(t_{\kappa-1}\right) u^{\kappa-1, m} \frac{Y^{\kappa, m}-Y^{\kappa-1, m}}{\lambda}$,
$u^{\kappa, m}(0)=u_{0} \in L^{2}(\mathcal{U})$
or

$$
\begin{align*}
& u^{\kappa, m}-u^{\kappa-1, m}+\lambda\left[\widetilde{L}\left(Y_{\kappa-1}\right)+\beta I\right] u^{\kappa, m} \\
& \quad=\lambda \beta u^{\kappa-1, m}+\widetilde{B}\left(t_{\kappa-1}\right) u^{\kappa-1, m}\left(Y^{\kappa, m}-Y^{\kappa-1, m}\right) \\
& u^{\kappa, m}(0)=u_{0} \in L^{2}(\mathcal{U}) \tag{67}
\end{align*}
$$

where $Y_{\kappa}=Y(\kappa \lambda)=Y\left(t_{\kappa}\right)$. This method is defined by replacing the time derivative by a backward difference quotient.

Now, for $n, m \in \mathbb{N}$ take the sequence $\left\{u_{n}^{\kappa, m}\right\}$ approximating the solution to (4) by the wavelet-Galerkin as well as the Euler schemes:

$$
\begin{align*}
& u_{n}^{\kappa, m}-u_{n}^{\kappa-1, m}+\lambda\left[\widetilde{L}_{n}\left(Y_{\kappa-1}\right)+\beta I\right] u_{n}^{\kappa, m} \\
& \quad=\lambda \beta u^{\kappa-1, m}  \tag{68}\\
& \quad+\widetilde{B}_{n}\left(Y_{\kappa-1}\right) u_{n}^{\kappa-1, m}\left(Y^{\kappa, m}-Y^{\kappa-1, m}\right)
\end{align*}
$$

Let

$$
\begin{equation*}
u_{n}^{m}(t)=u_{n}^{\kappa, m} \text { on }[\kappa \lambda,(\kappa+1) \lambda) . \tag{69}
\end{equation*}
$$

Let us moreover write

$$
\begin{align*}
u_{n}^{\kappa, m}(t)-u^{\kappa}(t)= & \left(u_{n}^{\kappa, m}(t)-u^{\kappa, m}(t)\right) \\
& +\left(u^{\kappa, m}(t)-u^{\kappa}(t)\right)=I+I I \tag{70}
\end{align*}
$$

where $u^{\kappa, m}(t)$ is the solution to Eqn. (67).
We have the following convergence result.
Proposition 3. Suppose that the operators $\widetilde{L}_{n}(Y)$ and $\widetilde{B}_{n}$ satisfy the following approximation conditions:
(i) $\left\|\widetilde{L}_{n}(Y) \phi\right\|_{V^{*}} \leq \eta\|\phi\|_{V}$ and $\left\|\widetilde{B}_{n} \phi\right\|_{H} \leq \eta\|\phi\|_{V}$, $\eta>0$, uniformly in $n$ and $Y \in \mathbb{R}^{p}$
(ii) $\left\langle\widetilde{L}_{n}(Y) \phi, \phi\right\rangle+\frac{1}{2}\left\|\widetilde{B}_{n} \phi\right\|_{H}^{2}+\beta\|\phi\|_{H}^{2} \geq \frac{1}{2} \gamma\|\phi\|_{V}^{2}$ for all $\phi \in V, Y \in \mathbb{R}^{d}$
(iii) $\left\|\widetilde{L}_{n}(Y) \phi-\widetilde{L}(Y) \phi\right\|_{V^{*}}+\left\|\widetilde{B}_{n} \phi-\widetilde{B} \phi\right\|_{H} \rightarrow 0$ for all $\phi \in V, Y \in \mathbb{R}^{d}$, as $n \rightarrow \infty$,
and $\left\|u_{n, 0}-u_{0}\right\|_{H} \rightarrow 0$ as $n \rightarrow \infty$.
Then the sequence $\left\{u_{n}^{m}\right\}$ of solutions to (68), given in (70) and satisfying (i)-(iii), converges strongly in $L^{2}(S, V)$ and weak-star in $L^{\infty}\left(0, T ; L^{2}(\Omega, H, \mathrm{~d} \widetilde{P})\right.$ to the unique solution $u(t)$ to Eqn. (4) as $m, n \rightarrow \infty$.

Proof. We notice that the operators $\widetilde{L}_{n}(Y)$ and $\widetilde{B}_{n}$ satisfy the above assumptions (i)-(iii). Indeed, it is obvious that condition (i) is satisfied. The condition (ii) follows from (9) since the left-hand side of (ii) is the restriction of (9) onto $V_{n}$.

The condition (iii) is satisfied because $\| P_{V}^{n} \phi-$ $\phi \|_{V} \rightarrow 0$ as $n \rightarrow \infty$, where $P_{V}^{n}$ is the orthogonal projection of $V$ onto $V_{n}$.

Thus Theorem 2.1 of (Itô, 1996) can be applied to the Galerkin approximations.

Now we shall assume the consistency condition for $\widetilde{l}(\cdot, \cdot)$ given in (13), that is,
(iv) There exists a constant $\eta<1$ independent of $n$ such that

$$
\begin{array}{r}
\left|\widetilde{l}\left(u_{n}, v_{n}\right)-\widetilde{l}\left(u_{n}, v_{n}\right)\right| \leq \eta\left\|u_{n}\right\|_{\alpha}\left\|v_{n}\right\|_{\alpha} \\
\text { for every } u_{n}, v_{n} \in V_{n} . \tag{71}
\end{array}
$$

The condition (71) shows that on $V_{n} \times V_{n}$ the form $\widetilde{l}(\cdot, \cdot)$ is equivalent to $\widetilde{l}(\cdot, \cdot)$ in the following sense: for $\eta<1$ in (71) we have for some constants $0<\widetilde{\beta}<\widetilde{\alpha}<$ $\infty$ independent of $n$ :

$$
\begin{align*}
& \left\|\tilde{\widetilde{l}}\left(u_{n}, v_{n}\right)\right\| \leq \eta\left\|u_{n}\right\|_{\alpha}\left\|v_{n}\right\|_{\alpha} \\
& \qquad \text { for every } u_{n}, v_{n} \in V_{n} . \tag{72}
\end{align*}
$$

Moreover, we assume that
(v) We have

$$
\int_{0}^{T} E\|\widetilde{L}(Y) u(t)\|_{V}^{2} \mathrm{~d} t \leq M, E\|\widetilde{B} u(t)\|_{V}^{2} \leq M
$$

for any $M>0$, independently of $t \in[0, T]$.
Remark 2. Notice (Kloeden and Platen, 1992) that the order scheme for stochastic differential equations is sometimes less than for the corresponding deterministic differential equations. This is because the increments $\Delta W_{n}$ of the Wiener process are of root mean square order $\frac{1}{2}$ and not 1 . One can prove (Kloeden and Platen, 1992) that for the classical definition of the Wiener process we have

$$
\begin{equation*}
E[W(t+\lambda)-W(t)]^{2 n}=1 \cdot 3 \cdots \cdots(2 n-1) \lambda^{n} \tag{73}
\end{equation*}
$$

For example, the Euler scheme for stochastic differential equations has strong order equal to $1 / 2$, in contrast to the order 1 of the Euler scheme for deterministic ordinary differential equations. We stress that in the case of the representation (38) of the Wiener process, we get the property (64), different from (73).

The rate of the convergence of our two schemes is computed in the following theorem.
Theorem 4. Assume that the operators $\widetilde{L}_{n}(Y)$ and $\widetilde{B}_{n}$ satisfy the assumptions (i)-(iii) of Proposition 3 together with the assumption (v). Then the rate of convergence of the numerical scheme (68) is of order $\lambda^{1 / 2}$ in the sense of the inequality

$$
\begin{gather*}
E\left\|u_{n}^{\kappa, m}-u^{\kappa}\right\|_{H}^{2}+\frac{\gamma}{2} E \sum_{\iota=1}^{\kappa} \lambda c^{\kappa-\iota}\left\|u_{n}^{\kappa, m}-u^{\kappa}\right\|_{V}^{2} \\
+\frac{\gamma}{4} \int_{0}^{t} e^{2 \beta(t-s)} E\left\|u_{n}^{\kappa, m}(s)-u^{\kappa}(s)\right\|_{V}^{2} \mathrm{~d} s \\
\quad \leq \widetilde{C} E\left\|u_{0}\right\|_{H}^{2}+C(n)+\widetilde{M} \lambda \frac{e^{2 T \beta}-1}{2 \beta} \tag{74}
\end{gather*}
$$

where $u_{n}^{\kappa, m}(t)$ and $u^{\kappa}(t)=u\left(t_{\kappa}\right)$ are the solutions to Eqns. (68) and (4), respectively. Moreover, $\widetilde{M}=\widetilde{M}(\kappa)>$ 0 , $c=(1+\lambda \beta)^{2}$, and $C(n)$ is given by (96) in Lemma 3 below.

First we shall prove two lemmas. We start from the estimation of $I I$ in (70).

Lemma 2. Assume that the operators $\widetilde{L}_{n}(Y)$ and $\widetilde{B}_{n}$ satisfy the assumptions (i)-(iii) of Proposition 3 and, moreover, the assumption (v). Then

$$
\begin{array}{r}
E\left\|u^{\kappa, m}-u^{\kappa}\right\|_{H}^{2}+\frac{\gamma}{2} E \sum_{\iota=1}^{\kappa} \lambda c^{\kappa-\iota}\left\|u_{n}^{\kappa, m}-u^{\kappa}\right\|_{V}^{2} \\
\leq \widetilde{M} \lambda \frac{e^{2 T \beta}-1}{2 \beta} \tag{75}
\end{array}
$$

where $u^{\kappa, m}(t)$ and $u^{\kappa}(t)=u\left(t_{\kappa}\right)$ are the solutions to Eqns. (67) and (4), respectively, $\widetilde{M}=\widetilde{M}(n)$ is given in the formula (94) below, and $c=(1+\lambda \beta)^{2}$.
Proof. To get an estimate of $I I$ in (70), we proceed similarly as in (Itô, 1996) in the following manner. For $\kappa \geq 0$ we define the approximation error

$$
\begin{equation*}
\varepsilon_{\kappa}=\varepsilon_{\kappa}^{(1)}-\varepsilon_{\kappa}^{(2)}, \tag{76}
\end{equation*}
$$

with

$$
\begin{align*}
\varepsilon_{k}^{(1)}= & \int_{t_{\kappa-1}}^{t_{\kappa}} \widetilde{L}\left(u(t)-u\left(t_{\kappa}\right)\right) \mathrm{d} t \\
& \quad-\lambda \beta\left(u\left(t_{\kappa}\right)-u\left(t_{\kappa-1}\right)\right),  \tag{77}\\
\varepsilon_{\kappa}^{(2)}= & \int_{t_{\kappa-1}}^{t_{\kappa}} \widetilde{B}\left(u(t)-u\left(t_{\kappa}\right)\right) \mathrm{d} Y(t), \tag{78}
\end{align*}
$$

where $u(t)$ is the unique solution to (4) and $t_{\kappa}=\kappa \lambda$, so $\underset{\sim}{\lambda}=t_{\kappa}-t_{\kappa-1}$. Further, we write for simplicity $\widetilde{L}=$ $\widetilde{L}\left(Y\left(t_{\kappa-1}\right)\right)$.

Now we write (4) equivalently as

$$
\begin{align*}
u\left(t_{\kappa}\right)-u\left(t_{\kappa-1}\right)+ & \int_{t_{\kappa-1}}^{t_{\kappa}} \widetilde{L}(Y(t)) u(t) \mathrm{d} t \\
& -\int_{t_{\kappa-1}}^{t_{\kappa}} \widetilde{B}(t) u(t) \mathrm{d} Y(t)=0 \tag{79}
\end{align*}
$$

Define the error function $\delta\left(u_{\kappa}\right)=u^{\kappa, m}-u\left(t_{\kappa}\right)$. It satisfies the equation

$$
\begin{align*}
& \delta\left(u_{\kappa}\right)-\delta\left(u_{\kappa-1}\right)+\lambda[\widetilde{L}+\beta I] \delta\left(u_{\kappa}\right) \\
& \quad=\lambda \beta \delta\left(u_{\kappa-1}\right)+\widetilde{B} \delta\left(u_{\kappa-1}\right) \Delta Y_{\kappa}-\varepsilon_{\kappa} \tag{80}
\end{align*}
$$

where $\Delta Y_{\kappa}=Y\left(t_{\kappa}\right)-Y\left(t_{\kappa-1}\right)$ is an $\mathbb{R}^{p}$-valued random variable with mean zero and covariance $\lambda$. Indeed, from (77)-(79) and (67) we get

$$
\begin{aligned}
& \delta\left(u_{\kappa}\right)-\delta\left(u_{\kappa-1}\right)+\lambda[\widetilde{L}+\beta I] \delta\left(u_{\kappa}\right) \\
& = \\
& \quad \lambda \beta u_{\kappa-1}+\widetilde{B} u_{\kappa-1} \Delta Y_{\kappa}+\int_{t_{\kappa-1}}^{t_{\kappa}} \widetilde{L}(Y(t)) u(t) \mathrm{d} t \\
& \quad-\int_{t_{\kappa-1}}^{t_{\kappa}} \widetilde{B}(t) u(t) \mathrm{d} Y(t)-\lambda \widetilde{L} u\left(t_{\kappa}\right)-\lambda \beta u\left(t_{\kappa}\right)
\end{aligned}
$$

and also

$$
\begin{aligned}
& \lambda \beta \delta\left(u_{\kappa-1}\right)+\widetilde{B} \delta\left(u_{\kappa-1}\right) \Delta Y_{\kappa}-\varepsilon_{\kappa}=\lambda \beta u_{\kappa-1} \\
& \quad-\lambda \beta u\left(t_{\kappa-1}\right)+\widetilde{B} u_{\kappa-1} \Delta Y_{\kappa}-\widetilde{B} u\left(t_{\kappa-1}\right) \Delta Y_{\kappa} \\
& \quad+\int_{t_{\kappa-1}}^{t_{\kappa}}\left[\widetilde{L}(Y(t)) u(t)-\widetilde{L}(Y(t)) u\left(t_{\kappa}\right)\right] \mathrm{d} t \\
& \quad-\lambda \beta u\left(t_{\kappa}\right)+\lambda \beta u\left(t_{\kappa-1}\right) \\
& \quad-\int_{t_{\kappa-1}}^{t_{\kappa}}\left[\widetilde{B}(t) u(t)-\widetilde{B}(t) u\left(t_{\kappa-1}\right)\right] \mathrm{d} Y(t) \\
& =\lambda \beta u_{\kappa-1}+\widetilde{B} u_{\kappa-1} \Delta Y_{\kappa}+\int_{t_{\kappa-1}}^{t_{\kappa}} \widetilde{L}(Y(t)) u(t) \mathrm{d} t \\
& \quad-\int_{t_{\kappa-1}}^{t_{\kappa}} \widetilde{B}(t) u(t) \mathrm{d} Y(t)-\lambda \widetilde{L} u\left(t_{\kappa}\right)-\lambda \beta u\left(t_{\kappa}\right)
\end{aligned}
$$

Multiplying (80) by $\delta\left(u_{\kappa}\right)$ we obtain

$$
\begin{align*}
&\left(\delta\left(u_{\kappa}\right)-\delta\left(u_{\kappa-1}\right), \delta\left(u_{\kappa}\right)\right)+\left(\lambda[\widetilde{L}+\beta I] \delta\left(u_{k}\right), \delta\left(u_{k}\right)\right) \\
&-\left(\lambda \beta \delta\left(u_{\kappa-1}\right), \delta\left(u_{\kappa}\right)\right)-\left(\widetilde{B} \delta\left(u_{\kappa-1}\right) \Delta Y_{\kappa}, \delta\left(u_{\kappa}\right)\right) \\
&-\left(\varepsilon_{\kappa}, \delta\left(u_{\kappa}\right)\right)=0 . \tag{81}
\end{align*}
$$

Define a linear operator $\widetilde{L}_{\beta}=\widetilde{L}+\beta I$. Then by (8) we get $J_{\lambda}=\left[I+\lambda \widetilde{L}_{\beta}\right]^{-1} \in L\left(V^{*}, V\right)$.

For a $V$-valued random variable $x$, the equation

$$
\begin{equation*}
\widehat{x}-x+\lambda \widetilde{L}_{\beta} \widehat{x}=\lambda \beta x+\widetilde{B} x \Delta Y \tag{82}
\end{equation*}
$$

has a unique solution $\left.\widehat{x}=J_{\lambda}\left([1+\lambda \beta] x+\widetilde{B} x \Delta Y_{\kappa}\right)\right)$. We multiply (82) by $\widehat{x}$ and get

$$
\begin{equation*}
(\widehat{x}-(1+\lambda \beta) x, \widehat{x})+\lambda\left\langle\widetilde{L}_{\beta} \widehat{x}, \widehat{x}\right\rangle=\left(\widetilde{B} x \Delta Y_{\kappa}, \widehat{x}\right) \tag{83}
\end{equation*}
$$

From this, using the definition of the norm $\|\cdot\|_{H}$, we obtain

$$
\begin{array}{r}
\frac{1}{2}\left(\|\widehat{x}\|_{H}^{2}-(1+\lambda \beta)^{2}\|x\|_{H}^{2}+\|\widehat{x}-(1+\lambda \beta) x\|_{H}^{2}\right) \\
+\lambda\left\langle\widetilde{L}_{\beta} \widehat{x}, \widehat{x}\right\rangle=\left(\widetilde{B} x \Delta Y_{\kappa}, \widehat{x}\right) \tag{84}
\end{array}
$$

Now we set $z=(1+\lambda \beta) x+\widetilde{B} x \Delta Y_{\kappa}$. Then from (82) we have $\widehat{x}=J_{\lambda} z$ and

$$
\begin{align*}
\left\|J_{\lambda} z-z\right\|_{H}^{2}= & \left\|\widehat{x}-(1+\lambda \beta) x-\widetilde{B} x \Delta Y_{\kappa}\right\|_{H}^{2} \\
= & \|\widehat{x}-(1+\lambda \beta) x\|_{H}^{2} \\
& -2\left(\widetilde{B} x \Delta Y_{\kappa}, \widehat{x}-(1+\lambda \beta) x\right)  \tag{85}\\
& +\left\|\widetilde{B} x \Delta Y_{\kappa}\right\|_{H}^{2}
\end{align*}
$$

But $E\left(\widetilde{B} x \Delta Y_{\kappa}, x\right)=0$ because $x$ and $\Delta Y_{\kappa}$ are independent random variables. Thus from (84) and (85) we get

$$
\begin{align*}
\frac{1}{2}\left(E\|\widehat{x}\|_{H}^{2}\right. & \left.-(1+\lambda \beta)^{2} E\|x\|_{H}^{2}\right) \\
& +\lambda E\left(\left\langle\widetilde{L}_{\beta} \widehat{x}, \widehat{x}\right\rangle-\frac{1}{2}\|\widetilde{B} x\|_{H}^{2}\right) \leq 0 \tag{86}
\end{align*}
$$

Coming back to (81), we have, writing $\widehat{x}=\delta\left(u_{\kappa}\right)$, $x=\delta\left(u_{\kappa-1}\right)$ and $c=(1+\lambda \beta)^{2}$,

$$
\begin{array}{r}
E\left\|\delta\left(u_{\kappa}\right)\right\|_{H}^{2}-c E\left\|\delta\left(u_{\kappa-1}\right)\right\|_{H}^{2}+2 \lambda E\left\langle\widetilde{L}_{\beta} \delta\left(u_{\kappa}\right), \delta\left(u_{\kappa}\right)\right\rangle \\
\leq E\left\|\widetilde{B} \delta\left(u_{\kappa-1}\right) \Delta Y_{\kappa}-\varepsilon_{\kappa}^{(2)}\right\|_{H}^{2}, \tag{87}
\end{array}
$$

because $E\left(\delta\left(u_{k-1}\right), \varepsilon_{k}^{(2)}\right)=0$.
From the assumption (ii) applied to the operators $\widetilde{L}$ and $\widetilde{B}$ it follows that there exists an $\varepsilon>0$ such that

$$
2\left\langle\widetilde{L}_{\beta} \phi, \phi\right\rangle-\|\widetilde{B} \phi\|_{H}^{2}+\beta\|\phi\|_{H}^{2} \geq \frac{3}{4}\|\phi\|_{V}^{2}+\frac{1}{4} \beta\|\phi\|_{V}^{2}
$$

so

$$
\begin{equation*}
2\left\langle\widetilde{L}_{\beta} \phi, \phi\right\rangle-(1+\varepsilon)\|\widetilde{B} \phi\|_{H}^{2} \geq \frac{3}{4} \beta\|\phi\|_{V}^{2} \tag{88}
\end{equation*}
$$

for all $\phi \in V$. Moreover, from the Young inequality $a b \leq$ $\frac{\varepsilon}{2} a^{2}+\frac{1}{2 \varepsilon} b^{2}$ we have

$$
\begin{aligned}
& E\left\|\widetilde{B} \delta\left(u_{\kappa-1}\right) \Delta Y_{\kappa}-\varepsilon_{\kappa}^{(2)}\right\|^{2} \\
& =E\left[\left(\widetilde{B} \delta\left(u_{\kappa-1}\right) \Delta Y_{\kappa}-\varepsilon_{\kappa}^{(2)}, \widetilde{B} \delta\left(u_{\kappa-1}\right) \Delta Y_{\kappa}-\varepsilon_{\kappa}^{(2)}\right)\right] \\
& \leq(1+\varepsilon) E\left\|\widetilde{B} \delta\left(u_{\kappa-1}\right)\right\|_{H}^{2}+\left(1+\frac{1}{\varepsilon}\right) E\left\|\varepsilon_{\kappa}^{(2)}\right\|_{H}^{2}
\end{aligned}
$$

But, once more from the Young inequality, we see that

$$
2\left(\delta\left(u_{\kappa}\right), \varepsilon_{\kappa}^{(1)}\right) \leq \frac{\lambda \gamma}{4}\left\|\delta\left(u_{\kappa}\right)\right\|_{V}^{2}+\frac{4}{\lambda \gamma}\left\|\varepsilon_{\kappa}^{(1)}\right\|_{V}^{2}
$$

and from this we obtain

$$
\begin{gather*}
E\left(\left\|\delta\left(u_{\kappa}\right)\right\|_{H}^{2}+\lambda\left\|\widetilde{B}\left(\delta u_{\kappa}\right)\right\|_{H}^{2}\right)+\frac{\lambda \gamma}{2} E\left\|\delta\left(u_{\kappa}\right)\right\|_{V}^{2} \\
\leq c E\left(\left\|\delta\left(u_{\kappa-1}\right)\right\|_{H}^{2}+\lambda\left\|\widetilde{B} \delta\left(u_{\kappa-1}\right)\right\|_{H}^{2}\right) \\
\quad+\frac{4 \lambda}{\gamma}\left\|\frac{\varepsilon_{\kappa}^{(1)}}{\lambda}\right\|_{V}^{2}+\left(1+\frac{1}{\varepsilon}\right) E\left\|\varepsilon_{\kappa}^{(2)}\right\|_{H}^{2} \tag{89}
\end{gather*}
$$

Now we multiply (89) by $c^{-k}$ and take the sum over $k$. We obtain

$$
\begin{align*}
& c^{-k} E\left(\left\|\delta\left(u_{\kappa}\right)\right\|_{H}^{2}\right)+\frac{\gamma}{2} E \sum_{\iota=1}^{\kappa} \lambda c^{-\iota}\left\|\delta\left(u_{\iota}\right)\right\|_{V}^{2} \\
& \leq E \sum_{\iota=1}^{\kappa} \lambda c^{-\iota}\left[\frac{4}{\gamma}\left\|\frac{\varepsilon_{\iota}^{(1)}}{\lambda}\right\|_{V^{*}}^{2}+\frac{1+\frac{1}{\varepsilon}}{\lambda} E\left\|\varepsilon_{\iota}^{(2)}\right\|_{H}^{2}\right] \tag{90}
\end{align*}
$$

for $1 \leq \kappa \leq m$. Note that we can write (4) as

$$
\begin{align*}
u(t) & -u(s)+\int_{s}^{t} \widetilde{L}(Y(\tau)) u(\tau) \mathrm{d} \tau \\
& -\int_{s}^{t} \widetilde{B}(\tau) u(\tau) \mathrm{d} Y(\tau)=0, \quad u(0)=u_{0} \tag{91}
\end{align*}
$$

for $s \leq t$. Moreover,

$$
\begin{align*}
u\left(t_{\kappa}\right)-u(s)+\int_{s}^{t_{\kappa}} & \widetilde{L}(Y(\tau)) u(\tau) \mathrm{d} \tau \\
& \quad-\int_{s}^{t_{\kappa}} \widetilde{B}(\tau) u(\tau) \mathrm{d} Y(\tau)=0 \tag{92}
\end{align*}
$$

Subtracting the above equalities and taking the expectation we deduce from the assumption (v) that

$$
\begin{align*}
E \| u\left(t_{\kappa}\right) & -u(t) \|_{V}^{2} \\
\leq & 2\left|t-t_{\kappa}\right| \int_{t}^{t_{\kappa}} E\|\widetilde{L}(Y(\tau)) u(\tau)\|_{V}^{2} \mathrm{~d} \tau \\
\quad & 2 \int_{t}^{t_{\kappa}} E\|\widetilde{B} u(\tau)\|_{V}^{2} \mathrm{~d} \tau  \tag{93}\\
\leq & 2 M\left(\left|t-t_{\kappa}\right|+1\right) .
\end{align*}
$$

From (77) and (78) it follows that there exists a constant $\widetilde{M}$ such that we can estimate

$$
\begin{aligned}
& \frac{4}{\gamma} E\left\|\frac{\varepsilon_{\kappa}^{(1)}}{\lambda}\right\|_{V^{*}}^{2}+\frac{1+\frac{1}{\varepsilon}}{\lambda} E\left\|\varepsilon_{\kappa}^{(2)}\right\|_{H}^{2} \\
& \quad \leq \frac{4}{\gamma} M^{\prime \prime \prime}+\left(1+\frac{1}{\varepsilon}\right)\left(M^{\prime} \lambda+M^{\prime \prime} c(n)\right) \\
& \quad=\widetilde{M}(n) \lambda=\widetilde{M} \lambda
\end{aligned}
$$

for $1 \leq \kappa \leq m$. Indeed, from the assumption (i) and (64) we have

$$
\begin{aligned}
& \frac{4}{\gamma} E\left\|\frac{\varepsilon_{\kappa}^{(1)}}{\lambda}\right\|_{V^{*}}^{2} \leq \frac{4}{\gamma} \frac{1}{\lambda^{2}}\left(\lambda^{2} M^{\prime}+\lambda^{2} M^{\prime \prime}\right)=\frac{4}{\gamma} M^{\prime \prime \prime} \\
& \begin{array}{l}
\frac{1+\frac{1}{\varepsilon}}{\lambda} E\left\|\varepsilon_{\kappa}^{(2)}\right\|_{H}^{2} \\
\quad=\frac{1+\frac{1}{\varepsilon}}{\lambda} E\left\|\int_{t_{\kappa-1}}^{t_{\kappa-1}+\lambda} \widetilde{B}\left(u(t)-u\left(t_{\kappa}\right)\right) \mathrm{d} Y(t)\right\|_{H}^{2} \\
=\frac{1+\frac{1}{\varepsilon}}{\lambda} E\left\|\int_{t_{\kappa-1}}^{t_{\kappa-1}+\lambda} \widetilde{B}\left(u(t)-u\left(t_{\kappa}\right)\right) \sigma^{-1} f(x) \mathrm{d} t\right\|_{H}^{2} \\
\quad+\frac{1+\frac{1}{\varepsilon}}{\lambda} E\left\|\int_{t_{\kappa-1}}^{t_{\kappa-1}+\lambda} \widetilde{B}\left(u(t)-u\left(t_{\kappa}\right)\right) \mathrm{d} V(t)\right\|_{H}^{2} \\
\quad \leq \frac{1+\frac{1}{\varepsilon}}{\lambda} M^{\prime} \lambda^{2}+\frac{1+\frac{1}{\varepsilon}}{\lambda} M^{\prime \prime} c(n) \lambda \leq M^{\prime \prime \prime}(n) \lambda .
\end{array}
\end{aligned}
$$

Observe that $c=(1+\lambda \beta)^{2}>1$. We also use the fact that $1+u<e^{u}$ for $u>0$, that is, $(1+u)^{2 \kappa}<e^{2 \kappa u}$. Now from the formula for the sum of $\kappa$ terms in the geometric series with quotient $1 / c<1$ we get

$$
\begin{aligned}
\sum_{\iota=1}^{\kappa} \lambda c^{\kappa-\iota} & =\frac{\left[(1+\lambda \beta)^{2}\right]^{\kappa}-1}{2 \beta} \\
& <\frac{e^{2 \kappa \frac{T}{m} \beta}-1}{2 \beta} \\
& \leq \frac{e^{2 T \beta}-1}{2 \beta}
\end{aligned}
$$

for $1 \leq \kappa \leq m$. From (90) we have

$$
\begin{aligned}
& E\left\|\delta\left(u_{\kappa}\right)\right\|^{2}+\frac{\gamma}{2} E \sum_{\iota=1}^{\kappa} \lambda c^{\kappa-\iota}\left\|\delta\left(u_{\iota}\right)\right\|_{V}^{2} \\
& \quad \leq E \sum_{\iota=1}^{\kappa} \lambda c^{\kappa-\iota}\left[\frac{4}{\gamma}\left\|\frac{\varepsilon_{\iota}^{(1)}}{\lambda}\right\|_{V}^{2}+\frac{1+\frac{1}{\varepsilon}}{\lambda}\left\|\varepsilon_{\iota}^{(2)}\right\|_{H}^{2}\right] \\
& \quad \leq \widehat{M} \lambda \sum_{\iota=1}^{\kappa} \lambda c^{\kappa-\iota} \leq \widehat{M} \lambda \frac{e^{2 T \beta}-1}{2 \beta},
\end{aligned}
$$

which completes the proof.
To estimate the term $I$, we notice that, instead of $I=$ $u_{n}^{\kappa, m}-u_{n}^{\kappa}$, it is sufficient to estimate the Galerkin scheme only, that is, $I^{\prime}=u_{n}(t)-u(t)$. Therefore, we have what follows.

Lemma 3. Assume that the operators $\widetilde{L}_{n}(Y)$ and $\widetilde{B}_{n}$ satisfy the assumptions (i)-(iii) of Proposition 3]together with the assumption (v). Then

$$
\begin{align*}
& E\left\|u_{n}(t)-u(t)\right\|_{H}^{2} \\
& +\frac{\gamma}{4} \int_{0}^{t} e^{2 \beta(t-s)} E\left\|u_{n}(s)-u(s)\right\|_{V}^{2} \mathrm{~d} s \\
&  \tag{95}\\
& \leq \widetilde{C} E\left\|u_{0}\right\|_{H}^{2}+C(n)
\end{align*}
$$

where $u_{n}(t)$ and $u(t)$ are the solutions to Eqns. (65) and (4), respectively, and $C(n)$ is given by the formula (96) below.

Proof. Let

$$
\begin{aligned}
u_{n}(t)= & u_{n, 0}-\int_{0}^{t} \widetilde{L}_{n}(Y(s)) u_{n}(s) \mathrm{d} \tau \\
& +\int_{0}^{t} \widetilde{B}(s) u_{n}(s) \mathrm{d} Y(s), \quad u_{n}(0)=u_{n, 0}
\end{aligned}
$$

From Itô's lemma (Krylov and Rozovskií, 1981, Theorem 3.23; Liptser and Shiryaev, 1977) applied to the function $\varphi\left(u_{n}(t)\right)=e^{2 \beta t} E\left\|u_{n}(t)-u(t)\right\|_{H}^{2}$ it follows that

$$
\begin{aligned}
& E\left\|u_{n}(t)-u(t)\right\|_{H}^{2} \\
& \quad+\int_{0}^{t} e^{2 \beta(t-s)} E\left(2 \left\langle\widetilde{L}_{n, \beta}(Y(s))\left(u_{n}(s)-u(s)\right)\right.\right. \\
& \left.+\widetilde{L}_{n, \beta}(Y(s)) u(s)-\widetilde{L}_{\beta}(Y(s)) u(s), u_{n}(s)-u(s)\right\rangle \\
& \quad-\| \widetilde{B}_{n}(s)\left(u_{n}(s)-u(s)\right) \\
& \left.\quad+\widetilde{B}_{n}(s) u(s)-\widetilde{B}(s) u(s) \|_{H}^{2}\right) \mathrm{d} s \\
& \quad=e^{2 \beta t} E\left\|u_{n, 0}-u_{0}\right\|_{H}^{2}
\end{aligned}
$$

From the assumption (i) for the operator $\widetilde{L}_{n, \beta}(Y)$ and from the Young inequality $x y \leq \frac{\varepsilon}{2} x^{2}+\frac{1}{2 \varepsilon} y^{2}, \varepsilon>0$, for $\varepsilon=\gamma / 2$ we obtain

$$
\begin{aligned}
& \left\langle\widetilde{L}_{n, \beta}(Y(s)) u_{n}(s)-\widetilde{L}(Y(s)) u(s), u_{n}(s)-u(s)\right\rangle \\
& \leq \frac{\gamma}{4}\left\|u_{n}(s)-u(s)\right\|_{V}^{2} \\
& \quad+\frac{1}{\gamma}\left\|\widetilde{L}_{n, \beta}(Y(s)) u_{n}(s)-\widetilde{L}_{\beta}(Y(s)) u(s)\right\|_{V}^{2}
\end{aligned}
$$

Similarly, from the assumption (i) for the operator $\widetilde{B}_{n}$ and from the same inequality of Young for $\varepsilon=\gamma / 2$ we obtain

$$
\begin{aligned}
& \left(\widetilde{B}_{n}(s)\left(u_{n}(s)-u(s)\right), \widetilde{B}_{n}(s) u(s)-\widetilde{B}(s) u(s)\right) \\
& \leq \frac{\gamma}{4}\left\|u_{n}(s)-u(s)\right\|_{V}^{2} \\
& \quad+\frac{1}{\gamma}\left(\eta^{2}\left\|\widetilde{B}_{n}(s) u_{n}(s)-\widetilde{B}(s) u(s)\right\|_{H}^{2}\right)
\end{aligned}
$$

From the assumptions (ii) and (iii) we get

$$
\begin{aligned}
& E\left\|u_{n}(t)-u(t)\right\|_{H}^{2} \\
& \quad+\frac{\gamma}{4} \int_{0}^{t} e^{2 \beta(t-s)} E\left\|u_{n}(s)-u(s)\right\|_{V}^{2} \mathrm{~d} s \\
& \leq e^{2 \beta t} E\left\|u_{n, 0}-u_{0}\right\|_{H}^{2}+\int_{0}^{t} e^{2 \beta(t-s)} \\
& \quad \times E\left(\frac{2}{\gamma}\left\|\widetilde{L}_{n, \beta}(Y(s)) u(s)-\widetilde{L}_{\beta}(Y(s)) u(s)\right\|_{V^{*}}^{2}\right. \\
& \left.\quad+\left(\frac{\eta^{2}}{\gamma}+1\right)\left\|\widetilde{B}_{n}(s) u(s)-\widetilde{B}(s) u(s)\right\|_{H}^{2}\right) \mathrm{d} s
\end{aligned}
$$

Therefore, denoting the last integral in the above inequality by $C(n)$, that is,

$$
\begin{align*}
& C(n)=\int_{0}^{t} e^{2 \beta(t-s)} \\
& \quad \times E\left(\frac{2}{\gamma}\left\|\widetilde{L}_{n, \beta}(Y(s)) u(s)-\widetilde{L}_{\beta}(Y(s)) u(s)\right\|_{V^{*}}^{2}\right. \\
& \left.\quad+\left(\frac{\eta^{2}}{\gamma}+1\right)\left\|\widetilde{B}_{n}(s) u(s)-\widetilde{B}(s) u(s)\right\|_{H}^{2}\right) \mathrm{d} s \tag{96}
\end{align*}
$$

we arrive at

$$
\begin{aligned}
& E\left\|u_{n}(t)-u(t)\right\|_{H}^{2} \\
& \quad+\frac{\gamma}{4} \int_{0}^{t} e^{2 \beta(t-s)} E\left\|u_{n}(s)-u(s)\right\|_{V}^{2} \mathrm{~d} s \\
& \\
& \quad \leq \widetilde{C}\left\|u_{0}\right\|_{H}^{2}+C(n)
\end{aligned}
$$

where $\widetilde{C}=e^{2 \beta T}$, which completes the proof.
Proof of Theorem 4 Together with inequalities (75) and (95) this completes the proof of the theorem.

Now, we apply the wavelet basis. First we compute the mass matrix $\mathcal{M}$ and the stiffness matrix $\widetilde{\widetilde{L}}$, both in our wavelet basis. With the compressed matrix $\widetilde{\widetilde{L}}$, we associate the solution $\widetilde{\widetilde{u}}{ }_{n}^{\kappa, m}$. We consider the difference

$$
\tilde{\widetilde{w}}_{n}^{\kappa, m}=\tilde{\widetilde{u}}_{n}^{\kappa+1, m}-\widetilde{\widetilde{u}}_{n}^{\kappa, m} \in V_{n}
$$

satisfying the equation (derived from (68))

$$
\begin{aligned}
& \lambda^{-1}\left(\widetilde{\widetilde{w}}_{n}^{\kappa, m}, v_{n}\right)+\left(\left[\widetilde{\tilde{L}}_{n}\left(Y_{\kappa-1}\right)+\beta I\right] \widetilde{\widetilde{u}}_{n}^{\kappa, m}, v_{n}\right) \\
& =\beta\left(\widetilde{\widetilde{u}}_{n}^{\kappa, m} \widetilde{u}^{\kappa-1, m}, v_{n}\right) \\
& \quad+\lambda^{-1}\left(\widetilde{B}_{n} \widetilde{\widetilde{u}}_{n}^{\kappa-1, m}\left(Y^{\kappa, m}-Y^{\kappa-1, m}\right), v_{n}\right)
\end{aligned}
$$

for every $v_{n} \in V_{n}$. From this, adding and subtracting the term $\widetilde{\widetilde{L}}_{n}\left(Y_{\kappa-1}\right) \widetilde{\widetilde{u}}_{n}^{\kappa-1, m}$, we get

$$
\begin{align*}
& \lambda^{-1}\left(\widetilde{\widetilde{w}}_{n}^{\kappa, m}, v_{n}\right)+\widetilde{\widetilde{B}}_{n}\left[\widetilde{\widetilde{w}}_{n}^{\kappa, m}, v_{n}, t\right]+\beta\left(\widetilde{\widetilde{w}}_{n}^{\kappa, m}, v_{n}\right) \\
&=\left.-\widetilde{\widetilde{B}}_{n} \widetilde{\widetilde{u}}_{n}^{\kappa-1, m}, v_{n}, t\right] \\
& \quad+\lambda^{-1}\left(\widetilde{B}_{n} \widetilde{\widetilde{u}}_{n}^{\kappa-1, m}\left(Y^{\kappa, m}-Y^{\kappa-1, m}\right), v_{n}\right) \tag{97}
\end{align*}
$$

Denote by

$$
\begin{equation*}
\mathcal{K}=\lambda^{-1} \mathcal{M}+[\widetilde{\widetilde{B}}+\beta I] \tag{98}
\end{equation*}
$$

the left-hand side of (97). Then update $\widetilde{\widetilde{u}}_{n}^{\kappa+1, m}=$ $\widetilde{\widetilde{w}}_{n}^{\kappa, m}+\widetilde{\widetilde{u}}_{n}^{\kappa, m}$.

Let $\widetilde{\widetilde{w}}^{\kappa, m}$ denote the coefficient vectors of $\widetilde{\widetilde{w}}_{n}^{\kappa, m}$ with respect to the wavelet basis. Therefore, we get a linear system

$$
\mathcal{K} \widetilde{\widetilde{w}}_{n}^{\kappa, m}=\mathcal{B}^{\kappa, m}
$$

with the known right-hand side of (98) denoted by $\mathcal{B}^{\kappa, m}$.
Further, we shall use the well-known generalized minimal residual method with $m_{0}$ iterates to solve the linear systems. We denote this method by $\operatorname{GMRES}\left(m_{0}\right)$. We shall proceed similarly to (von Petersdorff and Schwab, 1996, Lemma 6.1).

Lemma 4. Consider the linear system $\mathcal{K} x=\mathcal{B}$ with the matrix $\mathcal{K}$ given by (98) and with known right-hand side. Let the assumptions (i)-(iii) of Proposition 3 be satisfied. Denote by $x_{j}$, for $j \in \mathbb{N}$, the iterates obtained by the $\operatorname{GMRES}\left(m_{0}\right)$ method with initial guess $x_{0}$. Then

$$
\begin{equation*}
E\left\|x-x_{j}\right\|_{H}^{2}+E\left\|x-x_{j}\right\|_{V}^{2} \leq \widetilde{C} q^{j}\left\|x-x_{0}\right\| \tag{99}
\end{equation*}
$$

where $\widetilde{C}$ and $q<1$ are independent of $\lambda, \beta, L$.
Proof. Let $\widetilde{c}_{1}, \ldots, \widetilde{c}_{7}$ be some positive constants independent of $m$ and $\lambda$. Let $D$ be the diagonal matrix, that is, $D=D_{(j, l)(j, l)}=\operatorname{diag}\left\{2^{l \rho / 2}\right\}$. Because of the norm equivalence (51) we have, for all $x, y \in \mathbb{R}^{d}$,

$$
\begin{align*}
\widetilde{c}_{1}\|x\|_{l_{2}}^{2} & \leq x^{T} \mathcal{M} x,  \tag{100}\\
x^{T} \mathcal{M} y & \leq \widetilde{c}_{2}\|x\|_{l_{2}}^{2}\|y\|_{l_{2}}^{2} . \tag{101}
\end{align*}
$$

Further, using the consistency condition (71) and the assumption on continuity (72), we get

$$
\begin{align*}
\widetilde{c}_{3}\|D x\|_{l_{2}}^{2} & \leq x^{T} \widetilde{\widetilde{L}} x  \tag{102}\\
x^{T} \widetilde{\widetilde{L}} y & \leq \widetilde{c}_{4}\|D x\|_{l_{2}}^{2}\|D y\|_{l_{2}}^{2} . \tag{103}
\end{align*}
$$

Thus the matrix $\mathcal{K}$ satisfies, because of (102) and (100), the inequality

$$
\begin{align*}
& \widetilde{c}_{5} x^{T}\left(\lambda^{-1} I+\beta I+D^{2}\right) x \\
& =\widetilde{c}_{5} x^{T} \lambda^{-1} x+\widetilde{c}_{5} x^{T} \beta x+\widetilde{c}_{5} x^{T} D^{2} x  \tag{104}\\
& \leq \widetilde{c}_{5} x^{T}\left(\lambda^{-1} \mathcal{M}+\beta I+\widetilde{L}\right) x=x^{T} \mathcal{K} x
\end{align*}
$$

and using the Cauchy-Schwartz inequality we deduce from (101), (103) that

$$
\begin{align*}
& x^{T} \mathcal{K} y=x^{T}\left(\lambda^{-1} \mathcal{M}+[\widetilde{\tilde{L}}+\beta I]\right) y \\
& \leq \lambda^{-1} \widetilde{c}_{2}\|x\|_{l_{2}}^{2}\|y\|_{l_{2}}^{2}+\widetilde{c}_{4}\|D x\|_{l_{2}}^{2}\|D y\|_{l_{2}}^{2} \\
& \quad+\beta\|x\|_{l_{2}}^{2}\|y\|_{l_{2}}^{2} \\
& \leq \widetilde{c}_{6}\left(\left(\lambda^{-1}+\beta\right)\|x\|_{l_{2}}\|y\|_{l_{2}}+\|D x\|_{l_{2}}\|D y\|_{l_{2}}\right) \\
& =\widetilde{c}_{6}\left[\|x\|_{l_{2}}\left(\lambda^{-1} I+\beta I+D^{2}\right)\|y\|_{l_{2}}\right] \\
& \leq \widetilde{c}_{6}\left(x^{T}\left(\lambda^{-1} I+\beta I+D^{2}\right) x\right)^{1 / 2} \\
& \quad \times\left(y^{T}\left(\lambda^{-1} I+\beta I+D^{2}\right) y\right)^{1 / 2}, \tag{105}
\end{align*}
$$

where $\widetilde{c}_{5}=\min \left(\widetilde{c}_{1}, \widetilde{c}_{3}\right), \widetilde{c}_{5}=\min \left(\widetilde{c}_{2}, \widetilde{c}_{4}\right)$. Moreover, scaling with the diagonal matrix $\widehat{D}=\left(\lambda^{-1} I+\beta I+\right.$ $\left.D^{2}\right)^{1 / 2}$ and with $\widehat{\mathcal{K}}=(\widehat{D})^{-1} \mathcal{K}(\widehat{D})^{-1}, \widehat{x}=\widehat{D} x, \widehat{y}=\widehat{D} y$ we obtain

$$
\begin{align*}
\widetilde{c}_{5}\|x\|_{l_{2}}^{2} & \leq x^{T} \mathcal{K} x  \tag{106}\\
x^{T} \mathcal{K} y & \leq \widetilde{c}_{6}\|x\|_{l_{2}}^{2}\|y\|_{l_{2}}^{2} \tag{107}
\end{align*}
$$

for all $x, y \in \mathbb{R}^{d}$. From this we get

$$
\begin{equation*}
\widetilde{c}_{5} \leq \lambda_{\min }\left(\frac{\left(\mathcal{K}+\widehat{\mathcal{K}}^{T}\right)}{2}\right) \tag{108}
\end{equation*}
$$

and

$$
\|\widehat{\mathcal{K}}\| \leq \widetilde{c}_{6}
$$

Now, by (Eisenstat et al., 1983, Theorem 4.3) the GMRES iterates and their residuals $r_{j+\nu}=\mathcal{B}-\widehat{\mathcal{K}} x_{j+\nu}$ satisfy for $\nu=1, \ldots, m_{0}$ the inequality

$$
\begin{equation*}
\left\|r_{j+\nu}\right\| \leq\left(1-\frac{\widetilde{c}_{5}}{\widetilde{c}_{6}}\right)^{\nu / 2}\left\|r_{j}\right\| \tag{109}
\end{equation*}
$$

Further,

$$
\begin{align*}
\widetilde{c}_{5}\left\|x_{j}-x\right\|_{l_{2}}^{2} & \leq\left(x_{j}-x\right)^{T} \widehat{\mathcal{K}}\left(x_{j}-x\right)  \tag{110}\\
& \leq \widetilde{c}_{6}\left\|x_{j}-x\right\|\left\|r_{j}\right\|
\end{align*}
$$

so

$$
\left\|x-x_{j}\right\| \leq \widetilde{C} q^{j}\left\|x-x_{0}\right\|
$$

for $q<1$, which completes the proof.
Finally, we define the Euler scheme with the $\operatorname{GMRES}\left(m_{0}\right)$ approximation as follows. Set $m_{0}=1$ for the restart number and a value $\mathcal{N}$ for the number of GMRES iterations. Let $\widehat{u}_{n}^{\kappa, m}$ denote the inexact solution, where the linear system for each time step is solved with $\mathcal{N}$ steps in the GMRES $\left(m_{0}\right)$ method, using zero as initial guess. At each time step, under the consistency condition (71), one can show, similarly as in (von Petersdorff and Schwab, 2003, pp. 178-179), that the solution $\widehat{u}_{n}^{\kappa, m}$ satisfies the same error bound as the solution $\widetilde{\widetilde{u}}_{n}^{\kappa, m}$ with the wavelet compressed operator and all linear systems solved exactly.
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