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Synthesis of Quasi-Optimal Minimum Time Control
by means of Approximating Signum-Functions
L.At.Gunchew, Sofia, Bułgaria

## 1. Intruduction

The problem of synthesis of time-optimal trajectory is reduced to the determination of the optimal control function whose geometrical interpretation in the phase space is an optimal switching hyper-plane. The optimal function found as a solution to the problem of synthesis is, of course, a complex nonlinear function of phase coordinates. It is difficult to realize an optimal function in a controller. Those difficulties are caused, first of all, by the fact that it is not easy to construct nonlinear functional converters of a few independent variables as well as to use numerous converters and multipliers that are necessary to realize precisely an optimal switching hyper-surface.

The basic approach to the solution of the problem of constructing a quasi-optimal controller consists in obtaining, in the phase space, an approximating switching hyper-surface close to that strictly optimal. With this approach, the approximating functions should be related with a class of those suitable for technical realization. It is possible, of course, to seek a solution to this problem in the class of all nonlinear suitable for practical construction functions of phase coordinates $[1,2]$ These are, for example, second-power functions, some parabolic functions, nonlinear functions of one independent variable, etc.

The theory of optimal processes was developed at the beginning of 1950 s but its practical application to constrict control systems with an invariable part of the third and higher orders proved to be extremely difficult.

Works [3] intended to answer the question of how to approximate a complex nonlinear control function began to be published also in 1950 s . To achieve the required exactress of approximation to an optimal switching hyper-surface it was necessary to widen the class of approximating functions and to complicate them. However, in these cases the practical construction of a controller is associated with great troubles and sometimes it fails to be feasible in practice:

It is an inquestionable interest to impose strong restriction on the function adopted for technical construetimon and to seek a solution to the problem of approximation of time-optimal control in a class of linear functions and signum functions of linear combinations of phase coordinates. They should be possibly most expendient for technical realization.
2. Equivalent Signum-Functions

An optimal function $U_{0}\left(x_{1}, \ldots, x_{m}\right)$, obtained as a solulion to the problem of synthesis corresponds to a defined class of equivalent synthesizing functions $U_{c \xi}\left(x_{1}, \ldots, x_{m}\right)$ that are signum-equivalent to the optimal function, that is,

$$
\operatorname{sig} n\left[u_{c \rightarrow}\left(x_{1}, \ldots, x_{m}\right)\right]=\operatorname{sig} n\left[U_{0}\left(x_{1}, \ldots, x_{m}\right)\right]
$$

where $x_{1}, \ldots, x_{m}$ are phase coordinates of the system.
The forming of the time-optimal control $V_{0}(t)$, applied to the input of the system can be based on an arbitrary synthesizing function because
$V_{0}(t)=\mu \operatorname{sign}\left[U_{c 9}\left(x_{1}, \ldots, x_{m}\right)\right]=\mu \operatorname{sign}\left[U_{0}\left(x_{1}, \ldots, x_{m}\right)\right]$,
where $\mu$ is a modulus of the input control.
The procedure of approximating the optimal control can be performed by means of equivalent approximating functions $U_{a, z}\left(x_{1}, \ldots x_{m}\right)$ that are signum-equivalent to functions chosen for realization $U_{p \ni}\left(x_{1}, \ldots, x_{m}\right)$, that is,
$\operatorname{sig} n\left[U_{a,}\left(x_{1}, \ldots, x_{m}\right)\right]=\operatorname{sig} n\left[U_{p \ni}\left(x_{1}, \ldots, x_{m}\right)\right]$.
If the approximating function is chosen in the form of the equivalent function $U_{a_{9}}\left(x_{1}, \ldots, x_{m}\right)$, it is sufficient to construct, in the controller, a signum-equivalent function so that the indentity of the input control is ensured because
$V_{a}(t)=\mu \operatorname{sig} n\left[U_{p \ni}\left(x_{1}, \ldots, x_{m}\right)\right]=\mu \operatorname{sig} n\left[U_{a,}\left(x_{1}, \ldots, x_{m}\right)\right]$
The equivalent approximating functions are necessary for the approximation process but they are not feasible. A controller characteristic of the quasi-optimal system is realized with the help of simple functions suitable for technical construction. These functions are employed to synthesize the equivalent realizing function $\mathcal{U}_{\rho_{j}}\left(x_{1}, \ldots, x_{m}\right)$. As the functions adopted for technical realization, we shall consider the following linear functions of phase coordinates
$w_{i\left(x_{1}, \ldots, x_{m}\right)}=C_{i 1} x_{1}+C_{i 2} x_{2}+\cdots+C_{i m} x_{m}+C_{i 0}$ $(i=1,2, \ldots, n)$
as well as signum-functions of linear combinations of the coordinates. During the process of synthesis of the realizing function, we can perform operations that also correspond to the requirement of simplicity of technical realization. These can be, for example, sum of signum-functions, product of sig-num-functions, sum of a linear function and a signum-function, product of a linear function and a signum-function.

The control determined by a signum-function of a sum of signum-function of linear combination of coordinates $W_{1}$ and linear function $X_{2}$, that is
$U_{\left(x_{1}, \ldots, x_{m}\right)}^{2}=\mu \operatorname{sig} n\left[U_{p}^{2}\left(x_{1}, \ldots, x_{m}\right)\right]=\mu \operatorname{sign}\left[\operatorname{sign} W_{1}\left(x_{1}, \ldots x_{m}\right)+W_{2}^{/ 6 /}\left(x_{1}, \ldots x_{m}\right)\right]$
appears to be a "quadratic" equation, namely

$$
\begin{aligned}
U_{3}^{2}\left(x_{1}, \ldots x_{m}\right)= & \mu \operatorname{sign}\left[W_{1}\left(x_{1}, \ldots, x_{m}\right)+\left|W_{1}\left(x_{1}, \ldots, x_{m}\right)\right| W_{2}\left(x_{1}, \ldots, x_{m}\right)\right]=/ 7 / \\
& =\mu \operatorname{sign}\left[U_{a 3}^{2}\left(x_{1}, \ldots, x_{m}\right)\right] .
\end{aligned}
$$

Indeed, it is easy to show
$\operatorname{sig} n U_{\rho 3}^{2}\left(x_{1}, \ldots, x_{m}\right)=\operatorname{sign}\left[\operatorname{sign} W_{1}\left(x_{1}, \ldots x_{m}\right)+W_{2}\left(x_{1}, \ldots, x_{m}\right)\right]=18 /$

$$
\begin{gathered}
=\operatorname{sign}\left[W_{1}\left(x_{1}, \ldots x_{m}\right)+\left|W_{1}\left(x_{1}, \ldots, x_{m}\right)\right| W_{2}\left(x_{1}, \ldots, x_{m}\right)\right]= \\
=\operatorname{sign} U_{a 3}^{2}\left(x_{1}, \ldots, x_{m}\right)
\end{gathered}
$$

that is, the equivalent approximating function $\mathcal{W}_{a_{3}}^{2}\left(x_{1}, \ldots, x_{m}\right)$ involves the product of linear function and, thereby, also the quadratic terms of phase coordinates. It is possible, moreover, to determine other forms of the equivalent "quadratic"
control with the aid of a sum of two signum-functions or the product of linear function and signum-functions or the product of linear function and signum-function.
3. Approximating Equivalent Signum-Functions

The approximating function $\mathcal{U}_{a_{3}}^{2}\left(x_{4}, \ldots, x_{m}\right)$ in the form $/ 8 /$ is one of possible forms of approximating equivalent signum-functions of the second order. Making use of a sequence of three signum-functions of linear combinations of coordinates, it is possible to obtain an equivalent approximating function $U_{a,}^{3}\left(x_{1}, \ldots, x_{m}\right)$ in the form of a polynomial of the third order. It is also possible to determine a control in the form of signum-function of a sum of three signumfunctions and so forth. The approximating equivalent function $U_{a, 3}^{3}\left(x_{1}, \ldots x_{m}\right)$
involves the products of three linear functions and thus, the control defined by this function is an equivalent "cubic" control.

The results obtained with the help of a few signumfunctions of linear functions of coordinates can be generalized to achieve the expressions for the approximating functions in the class of linear functions and of signum-functions of linear combinations of coordinates.

If the approximating function $U_{a, 3}^{n}\left(x_{1}, \ldots, x_{m}\right)$
defined in the form of the approximating signum-polynomial of the n-th order

$$
G^{n}\left(x_{1}, \ldots x_{m}\right)=\sum_{j=1}^{n} g_{j}\left(x_{1}, \ldots, x_{m}\right),
$$

where

$$
g_{j}\left(x_{1}, \ldots, x_{m}\right)=w_{j}\left(x_{1}, \ldots, x_{m}\right)\left|\sum_{i=1}^{j-1} g_{i}\left(x_{1}, \ldots, x_{m}\right)\right|
$$

that is, $g_{j}\left(x_{i}, \ldots, x_{m}\right) \quad$ is an order of the signum-functions of linear combinations of coordinates $\mathscr{W}_{j}\left(x_{1}, \ldots, x_{m}\right)$, namely

$$
\begin{aligned}
& g_{1}\left(x_{1}, \ldots, x_{m}\right)=W_{1}\left(x_{1}, \ldots, x_{m}\right) \\
& g_{2}\left(x_{1}, \ldots, x_{m}\right)=W_{2}\left(x_{1}, \ldots, x_{m}\right)\left|g_{1}\left(x_{1}, \ldots, x_{m}\right)\right| ; \\
& g_{3}\left(x_{1}, \ldots, x_{m}\right)=W_{3}\left(x_{1}, \ldots, x_{m}\right) \mid g_{1}\left(x_{1}, \ldots, x_{m}\right)+g_{2}\left(x_{1}, \ldots, y_{m}\right)
\end{aligned}
$$

and so on, there exists, in the class of linear functions and signum-functions of linear combinations of coordinates, an equivalent realizing function

$$
\begin{aligned}
& \mathbb{U}_{p 3}\left(x_{1}, \ldots, x_{m}\right)=\operatorname{sign}\left\{\operatorname { s i g n } \left[\operatorname { s i g n } \ldots \operatorname { s i g n } \left(\operatorname{sign} W_{1}\left(x_{1}, \ldots, x_{n}\right)+\right.\right.\right. \\
& \left.\left.\left.+W_{2}\left(x_{1}, \ldots, x_{m}\right)\right)+\cdots+W_{n-2}\left(x_{1}, \ldots, x_{m}\right)\right]+W_{n-1}\left(x_{1}, \ldots, x_{m}\right)\right\}+\mathcal{W}_{n}\left(x_{1}, \ldots, x_{m}\right)
\end{aligned}
$$

that satisfies the relation

$$
\operatorname{sign} U_{a \ni}\left(x_{1}, \ldots, x_{m}\right)=\operatorname{sign} G_{\left(x_{1}, \ldots, x_{m}\right)}^{n}=\operatorname{sign} U_{p ;}\left(x_{1}, \ldots, x_{m}\right)
$$

The validity of the above theorem on the equivalent control can be proved if the polynomial $G^{n}\left(x_{1}, \ldots, x_{m}\right)$ of the form /9/ is written in the expanded form

$$
\begin{align*}
& G^{n}\left(x_{1}, \ldots, x_{m}\right)=G^{1}\left(x_{1}, \ldots, x_{m}\right)+W_{2}\left(x_{1}, \ldots, x_{m}\right)\left|G^{1}\left(x_{1}, \ldots, x_{m}\right)\right|+\cdots+ \\
& +W_{i\left(x_{1}, \ldots x_{m}\right)}\left|G^{i-1}\left(x_{1}, \ldots, x_{m}\right)\right|+\cdots+W_{n}\left(x_{1}, \ldots, x_{m}\right) \mid G_{\left(x_{1}, \ldots, x_{m}\right) \mid .}^{n-1}
\end{align*}
$$

A polynomial of the i-th order is obtained from a polynomial of the $\quad i$-th order by means of multiplication by a piece-wisely linear function, namely
$\left.G_{\left(x_{1}, \ldots, x_{m}\right)}^{i}=G_{\left(x_{1}, \ldots, x_{m}\right)}^{i-1} \int \operatorname{sign} G_{\left(x_{1}, \ldots, x_{m}\right)}^{i-1}\right]\left[W_{i}\left(x_{1, \ldots,}, x_{m}\right)+\operatorname{sign} G_{\left(x_{1}, \ldots, x_{m}\right)}^{i-1} / 14 /\right.$

According to this property of the $G$-polynomials, it is possible to write the relation for signum of the isth polynomial
$\operatorname{sign} G_{\left(x_{p}, \ldots, x_{m}\right)}^{i}=\operatorname{sign}\left[\operatorname{sign} G_{\left(x_{1}, \ldots x_{m}\right)}^{i-1}+W_{i\left(x_{1}, \ldots, x_{m}\right)}\right]$.

We shall apply a successively recurrent relation for some values of the order of the polynomial, namely $i=3, \operatorname{sign} G^{3}\left(x_{1}, \ldots, x_{m}\right)=\operatorname{sign}\left[\operatorname{sign} G^{2}\left(x_{1}, \ldots, x_{m}\right)+W_{3}\left(x_{1}, \ldots, x_{m}\right)\right]=116 /$ $=\operatorname{sign}\left[\operatorname{sign}\left(\operatorname{sign} W_{1}\left(x_{1}, \ldots x_{m}\right)+W_{2}\left(x_{1}, \ldots x_{m}\right)\right)+W_{3}\left(x_{1}, \ldots, x_{m}\right)\right] ;$ $i=4, \operatorname{sign} G^{4}\left(x_{1}, \ldots, x_{m}\right)=\operatorname{sign}\left[\operatorname{sign} G^{3}\left(x_{1} \ldots x_{m}\right)+W_{4}\left(x_{1}, \ldots x_{m}\right)\right]$
or

$$
\begin{aligned}
& \operatorname{sign} G^{4}\left(x_{1}, \ldots, x_{m}\right)=\operatorname{sign}\left\{\operatorname { s i g n } \left[\operatorname { s i g n } \left(\operatorname{sign} W_{1}\left(x_{1}, \ldots, x_{m}\right)+\right.\right.\right. \\
& \left.\left.\left.+W_{2}\left(x_{1}, \ldots, x_{m}\right)\right)+W_{3}\left(x_{1}, \ldots, x_{m}\right)\right]+W_{4}\left(x_{1}, \ldots, \dot{x}_{m}\right)\right\}
\end{aligned}
$$

and so on.
Thus, by making use of indication for $\eta=n$, we get the expression /11/ that is used to determine a signum of the approximating polynomial $G^{w}\left(x_{1}, \ldots, x_{m}\right)$.

If the approximating function $U_{a_{3}}\left(x_{1}, \ldots, x_{m}\right)$ is determined in the form of the signum-polynomial

$$
G_{\Sigma}^{n}\left(x_{1}, \ldots, x_{m}\right)=\sum_{i=1}^{n} G_{\left(x_{1}, \ldots, x_{m}\right)}^{i}\left|\prod_{\substack{j=1 \\ j \neq i}}^{n} G^{\dot{g}}\left(x_{1}, \ldots, x_{m}\right)\right|,
$$

where
$G^{\dot{j}}\left(x_{1}, \ldots, x_{m}\right)=\sum_{i=1}^{j} g_{i}\left(x_{1, \ldots,}, x_{m}\right)$,
there exists, in the class of linear functions and signumfunctions of linear combinations of coordinates, an equivalent realizing function

$$
\begin{align*}
& W_{p}\left(x_{1}, \ldots, x_{m}\right)=\operatorname{sign} W_{1}\left(x_{1}, \ldots, x_{m}\right)+\operatorname{sign}\left(\operatorname{sig} \mu W_{1}\left(x_{1}, \ldots, x_{m}\right)+\right. \\
& \left.+W_{2}\left(x_{1}, \ldots, x_{m}\right)\right)+\operatorname{sign}\left[\operatorname{sign}\left(\operatorname{sig} n W_{1}\left(x_{1}, \ldots, x_{m}\right)+W_{2}\left(x_{1}, \ldots, x_{m}\right)\right)+\right. \\
& \left.+W_{3}\left(x_{1}, \ldots, x_{m}\right)\right]+\operatorname{sign}\left\{\operatorname { s i g n } \left[\operatorname{sign}\left(\operatorname{sign} W_{1}\left(x_{1}, \ldots, x_{m}\right)+W_{2}\left(x_{1}, \ldots, x_{m}\right)\right)+\right.\right. \\
& \left.\left.+W_{3}\left(x_{1}, \ldots, x_{m}\right)\right]+W_{n}\left(x_{1}, \ldots, x_{m}\right)\right\}+\ldots+ \\
& +\operatorname{sign}\left\{\operatorname { s i g n } \left\{\operatorname { s i g n } n \left[\operatorname{sig} n \ldots \operatorname{sign}\left(\operatorname{sign} n W_{1}\left(x_{1, \ldots,}, x_{m}\right)+W_{2}\left(x_{1}, \ldots x_{m}\right)\right)+\right.\right.\right. \\
& \left.\left.\left.+\ldots+W_{n-2}\left(x_{1}, \ldots x_{m}\right)\right]+W_{n-1}\left(x_{1}, \ldots, x_{m}\right)\right\}+W_{n}\left(x_{1}, \ldots, x_{m}\right)\right\} .
\end{align*}
$$

A signum of the polynomials $G_{E}^{\prime n}\left(x_{1}, \ldots, x_{m}\right)$ remains unchanged after $G_{\Sigma}^{n}$ is multiplied by a defined positive expression and it is then justified to write

$$
\begin{align*}
& \operatorname{sig} n G_{\Sigma}^{n}\left(x_{1}, \ldots, x_{m}\right)=\operatorname{sign}\left\{\frac{1}{\prod_{i=1}^{n} G^{i}\left(x_{1}, \ldots, x_{m}\right) \mid}\right. \\
& \left.\left.\cdot\left[\sum_{i=1}^{n} G^{i}\left(x_{1}, \ldots, x_{m}\right) \mid \prod_{i=1}^{n} G_{j=i}^{i j}\left(x_{1}, \ldots, x_{m}\right)\right]\right]\right\}=\sum_{i=1}^{n} \frac{G^{i}\left(x_{1}, \ldots, x_{m}\right)}{\mid G^{i}\left(x_{1}, \ldots, x_{m}\right)}
\end{align*}
$$

We obtain thus an expression for a signum of the approximating polynomial $G_{\Sigma}^{n}\left(x_{1}, \ldots, x_{m}\right)$ :
$\operatorname{sign} G_{E}^{n}\left(x_{1}, \ldots x_{m}\right)=\sum_{i=1}^{n} \operatorname{sign} G_{\left(x_{1}, \ldots, x_{m}\right)}^{i}$

On the foundation of the recurrent relation $/ 15 /$, we get the realizing Signum-functions
$\operatorname{sign} G^{i}\left(x_{1}, \ldots, x_{m}\right)=\operatorname{sign}\left[\operatorname{sign}\left[\operatorname{sign} \ldots \operatorname{sign}\left(\operatorname{sign} W_{1}\left(x_{1}, \ldots, x_{m}\right)+\right.\right.\right.$
$\left.\left.\left.+W_{2}\left(x_{1}, \ldots, x_{m}\right)\right)+\ldots+W_{i-1}\left(x_{1}, \ldots, x_{m}\right)\right]+V_{i}\left(x_{1}, \ldots, x_{m}\right)\right\}$ ( $i=1,2, \ldots, n$ )

After the signum function /21/ is inserted, for various values of $i$, into the expression /20/, we obtain the expression for the equivalent realizing function /18/. In this way we have proved the generalized theorem on the equivalent control.

## 4. Construction of some Quasi-Optimal Controller by means of Equivalent Signum-Functions

After some classes of approximating functions signumequivalent to those chosen for realization are determined, we are able to solve the problem of the structure of a quasioptimal controller. The essence of the operations carried-out consists in determination of the forms of approximating fundions which are signum-equivalent to the realizing functions constructed by means of linear functions and signum-functions of coordinates. It is easy to select proper apparatus for a controller on basis of the expressions of the type of linear functions of coordinates; also the signum-functions of linear combinations of coordinates can be achieved without a difficult by employing relay elements.

The approximating polynomial $G^{\omega}\left(x_{1}, \ldots, x_{m}\right) \quad$ in the form /9/ determines the equivalent realizing function in the form / 11 / that can be used to obtain an equivalent control of by means of a sequence of $\boldsymbol{n}$ signum-functions composed/sums of signum-functions and linear combinations of the phase coordinates of the system.

The structure of a controller built-up on the basis of the equivalent realizing function /11/ is shown in Fig.l.

The possibility of transformations of realizing structures is infinite and, in this way, it is possible to widen the class of approximating functions. Signum-equivalent transformations can be used to modify equivalent approximating functions and to approximate them to the form of equivalent synthesizing functions. The last functions belong to the class of optimal functions and are, at the same time, optimal switching functions. This is so because having known those functions, it is possible to realize the strictly optimal control. It is obvious that the optimal control is unique but the functions synthesising it constitute set. This set is infinite since it is possible to transform infinitely one function to another being signum-equivalent to the first.

The substance of these operations lies in the fact that the obtained equivalent approximating functions can be utilized to construct equivalent controllers of a system that have a simpler structure for technical implementation. To realize the optimal control by means of functions adopted for technical construction, it/sufficient to present an arbitrary synthesizing function in the form of the approximating polynomials given in the present work.

The structure of a controller of a system is determined by the choice of the type of an equivalent approximating polynomial. The form of approximating function is determined in dependence on complexity and the type of the model of an invariable part of control system. The approximating function in the form/17/ is used to obtain the equivalent realizing structure in the form /18/ that consists of relay elements interconnected in series-parallel. This only slightly complicates the structure of controller as compared to that shown in Fig. 1.

The required accuracy of approximation specifies an order of the equivalent approximating polynomial. Accarding to the statements of the theorem discussed, a number of components of controller is equal to the order of this polynomial. Arbitrary approximations are possible by increasing the quantity of terms of the approximating polynomial and by adding dorrespondingly new members in the block diagram of control system. In this way, the problem of synthesis of a quasi-optimal controller is reduced to the problem of choosing the expression form which is best for the approximation procedure in the class of approximating functions and of determining the form of this expression in dependence on the required accuracy of approximation to the precisely optimal control. The considered approximating -polynomials determined in the forms/9/and/17/ are expressed by means of linear combinations of coordinates $W_{i}\left(x_{1}, \ldots, x_{m}\right)$. . The equivalent realizing functions determined correspondingly in the form /11/ and /18/ are expressed also with the aid of linear combinations of coordinates. It is very important that the equivalent functions contain the same
linear combinations $W_{i}\left(x_{1}, \ldots, x_{m}\right)$, which are involved in the approximating polynomials corresponding to these functions. The last feature of the considered equivalent control functions enable to solve the problem of determining parameters of controller of a quasi-optimal system by using the approximation method. Indeed, to determine linear functions and signum-functions that are used to construct equivalent realizing functions it is required only to find coefficients of the linear functions of phase coordinates. Thus, the probles of synthesis of parameters of a quasi-optimal control member is led to finding, according to the approximation criterion adopted for the approximation process, unknown coefficients of linear functions of coordinates.

While solving the problem of determination of parameters of a cquasi-optimal controller, the analytical expression for the optimal control function is expanded into a series. After the last term of the series is estimated, it is possible, vith an arbitrary predetermined accuracy, to express the optimal function by a finite number of terms of the series, for example, by it terms:

$$
U_{\left(x_{1}, \ldots x_{m)}\right)} U_{(0)}+\frac{\partial U_{(0)}}{\partial x_{1}} x_{1}^{0}+\frac{\partial U_{(0)}}{\partial x_{2}} x_{2}^{0}+\frac{\partial U_{(0)}}{\partial x_{3}} x_{3}^{0}+\cdots
$$

$+\sum_{i=1}^{n} \frac{1}{i!}\left\{\frac{\partial u_{(0)}}{\partial x_{1}} x_{1}^{0}+\frac{\partial u_{(0)}}{\partial x_{2}} x_{2}^{0}+\frac{\partial u_{(0)}}{\partial x_{3}} x_{3}^{0}+\cdots\right\}^{(i)}$,

There

$$
x_{i}^{0}=x_{i}-x_{i 0}, \quad(i=1,2, \ldots, m)
$$

$$
u_{(0)}=U_{\left(x_{1}, x_{2}, x_{3}, \ldots\right)}\left|\begin{array}{l}
x_{1}=x_{10}, \\
x_{2}=x_{2} 0, \\
x_{3}=x_{3} 0,
\end{array} ; \frac{\partial U_{(0)}}{\partial x_{1}}=\frac{\partial u_{\left(x_{1}, x_{2}, x_{3} \cdots\right)}}{\partial x_{1}}\right|_{\begin{array}{l}
x_{1}=x_{10} \\
x_{2}=x_{20} \\
x_{3}=x_{3} 0
\end{array}} \begin{aligned}
& \text { and so on, }
\end{aligned}
$$

and the bracketed exponents of the power to which the exprescions are risen have a symbolic meaning to indicate the order of derivatives. Moreover, the form of the approximating polynomial of $n$-th order can be described by means of an arbitrary set of auxiliary functions which is determined by the theorems discussed above. For example, the approximating signun-polynomial of the nth order can be, by means of the function $g_{j}\left(x_{1}, \ldots, x_{m}\right) \quad$ in the form $/ 10 /$, written as such a polynomial. This description is as follows $G^{n}\left(x_{1}, \ldots, x_{m}\right)=W_{1}\left(x_{1}, \ldots, x_{m}\right)+W_{2}\left(x_{1}, \ldots, x_{m}\right)\left|W_{1}\left(x_{1}, \ldots, x_{m}\right)\right|+$
$+\cdots+W_{n}\left(x_{1}, \ldots, x_{m}\right)\left|\sum_{j=1}^{n-1} g_{j}\left(x_{1}, \ldots, x_{m}\right)\right|$.
The unknown coefficients $C_{i j}$ of linear combinations $\mathcal{W}_{i}\left(x_{1}, \ldots, x_{m}\right)$ involved in /23/ can be determined by employing any familiar methods. In particular, this can be done by first writing expression / 23 / into an expanded form in terms of increasing powers of phase coordinates and then by equating the coefficients standing at the terms of the some powers of expressions /22/ and /23/.

To illustrate application of this method of synthesis of a quasi-optimal controller, we shall consider an example of the third order whose invariable part consists of two aperio-
dic components connected in series /time constants: $T_{1}=0,0625$, $T_{2}=0,134$, transfer coefficients $k_{1}=k_{2}=I \quad /$ and one integrating component $/ T_{3}=0.007 /$. As an approximating polynomial we assume the signum-function

$$
\begin{align*}
& G^{2}\left(x_{1}, x_{2}, x_{3}\right)=\mu_{1}\left[C_{11} x_{1}+C_{12} x_{2}+C_{13} x_{3}\right]+ \\
& +\sigma_{1}\left[C_{11} x_{1}+C_{12} x_{2}+C_{13} x_{3}\right]\left[C_{21} x_{1}+C_{22} x_{2}+C_{23} x_{3}\right]
\end{align*}
$$

where
$\sigma_{1}=\operatorname{sign} U_{\left(x_{1}, x_{2}, x_{3}\right)}^{1}=\operatorname{sign}\left[C_{11} x_{1}+C_{12} x_{2}+C_{13} x_{3}\right]$
A simple structure of a quasi-optimal control device in the form of two relay components connected in series in shown in Fig.2. This structure has been determined by using the method of equivalent signum-functions.

An analytical approach has been used to calculate the time of the strictly optimal control with applying a unit function at the system input. After the shown structure of a quasi-optimal controller has been realized a model has been utilized to measure the duration of a transient response and this time deviates by $20 \%$ from that of the strictly optimal process. Of course, the controller can be built-up of $\boldsymbol{w}$ relay components and, thus, the order of approximating $G$-polynomial as well the accuracy of approximation to optimal process can be more higher.

We shall consider an exanple of synthesis of another third order system whose invariable part consists of three series-connected integrating components $/ T_{1}=T_{2}=T_{3}=I /$.

The structure of controller of this system is the same as that depicted in Fig. 2 where are marked the coefficients $C_{i j}$ of linear combination of coordinates $\mathcal{W}_{i} / x_{1}, x_{2}, x_{3} /$. We determine the coefficients $C_{i j}$ of linear combination of coordinates, namely:
$C_{11}=\frac{\sigma u_{(0)}}{\partial x_{1}} ;$
$C_{29}=C_{21}^{\prime} \sigma_{1}, \quad C_{21}^{\prime}=\frac{1}{2}$

$C_{12}=\frac{\partial U_{(0)}}{\partial x_{2}} ; \quad C_{22}=C_{22}^{\prime} \sigma_{1}, \quad C_{22}^{\prime}=\frac{1}{2} \frac{\frac{\partial x_{2}^{2}}{\partial U_{(0)}}}{\frac{\partial x_{2}}{2} u_{1}} ;$
$C_{13}=\frac{\partial u_{(0)}}{\partial x_{3}} ; C_{23}=C_{23}^{\prime} \sigma_{1}, \quad C_{23}^{\prime}=\frac{1}{2} \frac{\frac{\partial^{2} u_{(0)}}{\partial x_{3}^{2}}}{\frac{\partial u_{(0)}}{\partial x_{3}}}$.
Fig.3a illustrates an optimal transient response with applying a unit function at the system input. Very satisfactory results have been obtained from tests performed on the model set-up according to the controller of Fig. 2 and to coefficients $C_{i j}$, determined in the first approximation by formulae /25/. To improve the behaviour of transient response the coefficient $C_{22}^{\prime}$ has been slightly corrected. The quasi-optimal process obtained by approximation with using the polynomial

$$
G^{2}\left(x_{1}, x_{2}, x_{3}\right)
$$

and the realization of equivalent signumfunction on the model is shown in Fig. 3 b . It is seen that the minimum time quasi-optimal process does not differ practically from the optimal process. An analytical method has been employed to determine the time of optimal process with various deviating errors. With the change of initial condition from $100 \%$ to $200 \%$, the deviation from the optimum time is not greater than $60 \%$. The system performance is satisfactorily
also in case when initial conditions change by 10 times, name $1 y_{1}$ within the range from $25 \%$ to $250 \%$ of a rated step signal, the time deviation of quasi-optimal process from that optimal does not exceed $80 \%$ with proper initial conditions. Transient response of quasi-optimal system with a linear input signal is presented in Fig.3c. It can be seen that the quasi-optimal process does not, almost at all, differ from that optimal one. With an input signal in the form of a parabola of the second order, the transient response in the quasi-optimal system also satisfactorily approaches that optimal one. All the above experimental results have been obtained for various classes of input signals and for initial conditions varying in a wide range but with unchanged values of coeficients $C_{i j}$ determined by using the methods described above.

In a general case with a high order of the system invariable part and a conplex character of restrictions, the mathepatical description of strictly optimal switching hyper-surface may be difficult. In this case it is not allowed to use an analytical method to determine parameters of a control device. The possibility exists here to employ any known methods of searching for values of the coefficients of linear combinations of coordinates $\mathcal{W}_{i}\left(x_{1}, \ldots, x_{m}\right)$, which are capable of being involved in equivalent realizing functions. For instance, if a model of the controlled plant is known, the structure of controller is built-up on this model and unknown coefificients are found experimentaly.

We shall considex an example of constructing a controller of a system of a high order.

For illustration, we shall cite the results of testing an approximative optimal follow system of automatic control used in tracing machine tools. The proceeding works $[4,5]$ are devoted to determination of the controller structure, especially easy for realization, with making use of the method of equivalent functions presented by the author of the present report. The invariable part of the system of Fig. 4 was in the form of two series connected dynamic blocks
a/ the first block C 1 consists of the second cascade of an electronic and electromechanical amplifier/aperiodic link of the first order/
b/ the second block C 2 is composed of slave motor and reductor /link of the second order/.
an error of the control system has been assumed to be an output of the block C 2 , whereas current $\delta$ of armature circuit of the slave motor is taken as an output from the block C 1 . The controller is fed with a signal composed of these variables and their derivatives in the form of linear combinations, namely
$w_{2}(\delta, \delta)=k_{\delta} \delta+k_{\dot{j}} \dot{\sigma}^{\prime}=k_{x_{2}} x_{2}+k_{\dot{x}_{2}} \dot{x}_{2} ;$
$W_{1}(I, \dot{I})=k_{I} I+k_{I} \dot{I}=k_{x_{1}} X_{1}+k_{x_{1}} \dot{x}_{1}$.
As an approximating function we assume the following polynomil of the second order
$G^{2}(\delta, \dot{\delta}, I \dot{I})=k_{\delta} \delta+k_{\dot{\delta}} \delta-\sigma\left[k_{\delta} k_{I} \delta I+k_{\delta} k_{\dot{I}} \delta \dot{I}+k_{\dot{\sigma}} k_{I} \dot{\delta} I+k_{\dot{\delta}} k_{\dot{I}} \delta \dot{\delta}\right]$,
where

$$
\sigma=\operatorname{sign}\left[k_{\delta} \delta+k_{\delta} \dot{\delta}\right] \text {. }
$$

The oscillogram of the transient response of controlled variable,/displacement of a cutter/ $S=f(t)$ in the linear system is shown in Fig. 5a. The transient was tested with a step input signal representing an instantaneous maximum detuning between tracing machine and cutter. After the values of unknown coefficients in the linear combinations of coordinates
$W_{1}(I, \dot{I})$ and $W_{2}(\delta, \dot{J})$ have be choosen and applied in the system, we have obtained the minimum time $t_{n}=0,13 \mathrm{~s}$ of transient response. The oscillogram of the process with maximum detuning is given in Fig. 5 b . Tests performed on a model have exhibited that decreasing the amplitude of input signal by $40 \%$ in relation to its maximum exerts very small effect on the transient response time. Further decrease of input signal representing detuning of cutter causes the transient response time to be shorter as compared to the time with the maximum detuning of cutter. Thus, the high-speed action of the system in markedly improved/for example, 7 times/ in comparison with transient response in a linear system. Also the over-control of the output variable is thus avoided.
5. Conclusion

1. It has shown in the present work that it is possible to solve the problem of synthesis of a quasi-optimal system by employing the method of equivalent control functions. This method is used to determine signum-equivalent control functions in this class of them which is most suitable for technical realization.
2. laking used of the theorem obtained in the prosent work it has been proved that a sign of approximating function
coincides with a sign of the function selected for technical realization. This function is synthesizable by means of linear functions and signum-functions of the system phase coordinates.
3. If the procedure of approximation of the optimal function is conducted with the help of equivalent functions, the realization of the obtained approximating expression is not necessary. When using the present method, it is sufficient, for approximation, to realize an equivalent function defined in the class of functions adopted for technical implementation.
4. The method presented can also be used to determine the structure of a quasi-optimal controller of system. This structure depends on the choice of the form of equivalent approximating functions. The required accuracy of approximation to the strictly optimal system predetermines a number of members of the structure.
5. In the case when the mathematical description of the optimal control function is known, the obtained expressions for equivalent functions enable to determine parameters of quasi-optimal controller by using an analytical manner. The method presented here is appliable also in the case when the mathematical description of an optimal control function is unknown.

SOME PROBIEXS OF CONTROL PLANTS IDENTIFICATION
N. S. Rajbman, S.A.Anisimov (IAT, USSR), F.A.Hovsepian (Computing Center of the Armenis Academy of Sciences)

Identification of control plants has become a major field in both theory and practice of control; considerable attention has been paid in recent years to stochastic and deterministic procedures intended to solve probiems of identification ${ }^{1-7}$. Because the plants and the control equipment are becoming increasingly complex the scope of such problems expends. Whereas initially identification was to yield chiefly the control equailion, at present identilication involves estimates of how strong are the links between input and output variables, finding the equation of links and its parameters, quantitative estimate of the model isomorphity to the actual plant, development of decomposition and composition techniques, estimates of non-linearity, etc.

This paper will essentially deal with identification of stochastic plants which make a large class of complex actual industrial processes. The results obtained can be considered as an extension of results cited in 8,9 where determined plants were identified whose input and output parameters are random functions or random quantities. We will first deal with complete characteristics of a stochastic and determined plant i.e. conditional (output input variables) or combined (input and output) multidimensional probability densities. Since in practice complete characteristies for non-Gaussian distributions are hard to find, their approximation by Gausisian densities and perturbationsl polynomials are discussed instead. Then instantaneous characteristics of a stochastic plant are disciassed and the concept of
mean innearity introduced. Since instantaneous characteristics used in description of stochastic plants by the data of their normal operation can lead to erroneous resulta in case where conditional dispersion of the output variable the input variable is heteroskedastic. ( Results of research into skedastic functions are reported). In the last portion of the paper we propose to study the estimates of dispergion functions. The Appendix presents some results for instantaneous functions of Gaussian distributions.

1. Stochastic plants and their complete characteristics. A complete characteristic of a dynamic plant is the operator $A$, which links the input $X$, and output, $Y$, variable: $y=A x$. Generally this link can be given to the plant equation $B y=C x$ ( $B$ and $C$ are certain operators) which is equivalent to $y=A x$, $A=B^{-1} C$, provided that there is an operator $3^{-1}$.

The operator $A$ can be regarded as random or non-random; the plants can be stochastic or determined, respectively. In other words the internal parameters of the plant (e.g. Inear differential equation factors for a linear system) can be either random or not. Besides, both types of plants can be atudied at random and determined input aignals $X$; this means that each type can be approached in two different ways depending on whether external actions are random or not. In further discussion we will assume that the operatos $A$ (form and parameters) does not depend on the input sigalal $X$ either in the probabilistic ox functional or say other sense; a less rigit requirement that this condition be met at least for input signals belonging to a certain class e.g. constrained by $\ell_{1} \leqslant x \leqslant \ell_{2}$. Besides (and this will be only for the sake of simplicity) we will discuss the case of one-dimensional inputs and outputs: $X$ and $y$, where $x(t) \equiv x_{t}, y(t) \equiv y_{t}$ are some functions (processes) randon or otherwise, of time $t$. The assumption that of is independent of $x_{t}$ makes a linear plant such a plant whose operator $A$ is linear and does not depend on input action. The superposition
priaciple is thus fulpilled. Determiaed systems are identified completely when the form of operator $f$ and its parameters, the most comprehensive characteristics of the plant, is found. When we know of we can determine the outoput $y$ unambignously for any known input $X$.

A complete identification of stochastic systems consists in findiag the form of the operator $f$ and the distribution laws for its parameters (instead of the parameters proper). However, even if the operator $A$ is known we cannot find the output $Y$ With the known $X$ unambignously; we can jusi describe the distribution of $y$ at the given $x$, ox the conditional density of the probability $Y$ against $x: \psi(y / x)$, wich will depend on probabilistic characteristics of the plant internal parameters. Identification by the data of normal operation and the use of reaults thus obtained will reduce to analysis of the output aignal $Y$ characteristica, provided that the input signal $X$ was at the input. A complete characterisicic is $\psi(y / x)$. Therefore, identification of a stochastic system can be deacribed as finding the conditional density $\psi\left(y_{t} / x_{s}, S_{0} \leqslant S \leqslant t\right)$ ( $S_{0}$ is the origin of count), or the operator which enables to find the distribution of the output $y_{t}$ with the known input realization $x_{S}, S_{0} \leqslant S \leqslant t$. In the case of discontinuous processes $\psi\left(y_{n} / x_{1, \ldots,}, x_{n}\right)$ will be a similar characteristic. It is thus necessary to find the sunctions $\psi\left(y_{n} / x_{1}, \ldots, x_{n}\right)$. The functions $\psi$ cannot be calculated directly from statistical data, therefore the approximating formulae. Further on we will cite the results of approximation by Gaussian densities and perfurbational polynomials. For static plants a two dimensional density $\psi\left(y_{t} / x_{s}\right)$ will be the complete characteristic.

## 2. Approximation of statistical distributions

Ref. ${ }^{10}$ described a technique whereby statistical distribution curves $\varphi(x)$ are approximated by the functions $f_{n}(x)=P_{n}(x) \Gamma(x)$ where $\Gamma(x)$ is the Gaussian distribution and $P_{n}(x)=\sum_{k=0}^{n} a_{k} x^{k}$ is the $N$-powered polinomial chosen appropriately.

Factors $\Omega_{i}$ of that polynomial are found from the condii10n

$$
\begin{equation*}
y=\int_{-\infty}^{\infty}\left[\varphi(x)-P_{n}(x) \Gamma(x)\right]^{2} e^{\frac{x^{2}}{2}} d x=\min . \tag{2.1}
\end{equation*}
$$

which leads to equations of moments:
$m\left[x^{k}\right]=\int_{-\infty}^{\infty} x^{k} P_{n}(x) \Gamma(x) d x=\sum_{i=0}^{n} a_{i} \int_{-\infty}^{\infty} x^{i+k} \Gamma(x) d x=\sum_{i=0}^{n} a_{i} M\left[x^{i+k}\right]$
Here and below $M$ denotes the moments of statistic distribution and $M$ the moments of Gaussian distribution. Let us assume that all random quantities $\mathcal{X}$ are normed and centered; otherwise let us make the substitutions $U=\frac{x-m_{3}}{\sigma_{x}}$ and consider $U$. To approximate the complete characteristics of a stochastic plant let us use the metiod of ${ }^{10}$. We will approximate the multidimensional densities $\varphi\left(x_{i}, \ldots, x_{k}\right)$ by the functions $f\left(x_{1}, \ldots, x_{k}\right)=P_{n}\left(x_{1}, \ldots, x_{k}\right) \Gamma\left(x_{1}, \ldots, x_{k}\right) \quad$ where $\Gamma\left(x_{1}, \ldots, x_{k}\right)$ is a multidimensional Gaussian distribution whose parameters (mathematical expectation dispersion in our case $m_{i}=0, \sigma_{i}=1$ and correlation factors) are chosed on the basis of the given statistic distribution while $P_{n}\left(x_{1}, \ldots, x_{k}\right)=\sum_{i n}^{n} a_{i} \ldots i_{n} x_{1}^{i_{1}} \ldots x_{k}^{i_{k}}$ is an appropriately chosen polynomial. $\|_{\text {tr }}, i \omega^{N} 0\left[x_{4}\right.$, phas the form $C e^{-\theta\left(x_{1}, \ldots, x_{k}\right)}$ where $C=$ const., $Q\left(x_{1}, \ldots, x_{k}\right)>0$ is a quadratic form. The oriterion for factors $a_{i_{r} \ldots i_{k}}$ will be similar to (2.1):

$$
I=\int_{-\infty}^{\infty} \ldots \int_{-\infty}^{\infty}\left[\varphi\left(x_{1}, \ldots, x_{k}\right)-P_{n}\left(x_{1}, \ldots, x_{k}\right) \Gamma\left(x_{1}, \ldots, x_{k}\right]^{2} e^{Q\left(x_{1}, \ldots, x_{k}\right)} d x_{1} \ldots d x_{k}=\min \right. \text {. (2.3) }
$$

This leads to equations of moments similar to (2.2)

If we assume $n \leqslant 2$, then the solution will be $P_{n}\left(x_{1}, \ldots, x_{k}\right)=1$ 1.e. for $n \leqslant 2$ the best approximation by criterion of Eq.(2.3)
will be the Gaussian distribution $f\left(x_{i}, \ldots, x_{k}\right)=\Gamma\left(x_{1}, \ldots, x_{k}\right)$. Let us take the case where $n=3$. But first we have to
orthogonalyze the quantities so as $\tau_{i j}{ }^{\prime}=M\left[u_{i} u_{j}\right]=0$. This is know orthogonalization process $u_{1}=x_{1}, u_{2}=x_{2}-\tilde{\tau}_{12} u_{1} \ldots$ Then $\Gamma\left(u_{i}, \ldots, u_{k}\right)=\Gamma\left(u_{i}\right) \ldots \Gamma\left(u_{k}\right)$ and Eq. (2.4) will look 21.ke $m\left[u_{1}^{i_{1}} \ldots u_{k}^{i_{k}}\right] \stackrel{j_{1}+j_{j}=3}{\sum_{j_{2},+i, j+\infty}+0} a_{j_{1}} \ldots j_{k} M\left[u_{1}^{i_{1}+j_{j}}\right] \ldots M\left[u_{k}^{i_{k}+j_{k}}\right] \quad\left(i_{1}+\ldots+i_{k} \leqslant 3\right)$
Then the solution will be

$$
\begin{equation*}
P_{3}\left(v_{1, \ldots}, u_{k}\right)=1+\sum_{i=1}^{\kappa} \frac{S_{i}}{3}\left(u_{i}^{3}-3 u_{i}\right)+\sum_{i \neq j} m_{i j} u_{i}\left(u_{j}^{2}-1\right)+\sum_{i \neq j=k} m_{i j k} u_{i} u_{j} u_{k} \tag{2.5}
\end{equation*}
$$

where $S_{i}=\frac{m\left[x_{i}^{3}\right]}{2}$ is the assymetry factor $x_{i}, m u_{j}=\frac{1}{2} m\left[u_{i} u_{j}^{2}\right], m_{i j k}=m\left[u_{i} u_{j} u_{u_{k}}\right]$. For $n=4$ we will have (e.g. for two dimensional density)

$$
\begin{align*}
& a_{00}=1+E_{1}+E_{2}+E, a_{10}=-\left(S_{1}+m_{12}\right), a_{01}=-\left(S_{2}+m_{21}\right), \\
& a_{20}=-\left(E+2 E_{1}\right), a_{11}=-\left(e_{12}+e_{21}\right), a_{02}=-\left(E+2 E_{2}\right),  \tag{2.6}\\
& a_{30}=\frac{S_{1}}{3}, a_{21}=m_{21}, a_{12}=m_{12}, a_{03}=\frac{S_{2}}{3}, \\
& a_{40}=\frac{E_{1}}{3}, a_{31}=\frac{e_{21}}{3}, a_{22}=E, a_{13}=\frac{e_{12}}{3}, a_{04}=\frac{E_{2}}{3},
\end{align*}
$$

where $E_{i}=\frac{m\left[x_{i}^{4}\right]-3}{8}$ is in excess of $x_{i}, E=\frac{m\left[u_{1}^{2} u_{2}^{2}\right]-1}{4}, e_{i j}=\frac{1}{2} m\left[u_{i} z_{j}^{3}\right\}$
These formulas are applicable at small $S_{i}, m_{i j}, m_{i j x}, E_{i}, E, e_{i j}$.
A transition from the functions $f\left(u_{1}, \ldots, u_{k}\right)$ to the functions $f\left(x_{1}, \ldots, x_{k}\right)$ is cumbersome. Therefore for the case of two-dimensional density we will have formulas for the factors of the polynomial $P_{3}\left(x_{1}, x_{2}\right)$ ie. where $x_{1}$ and $x_{2}$ are not orthogonal. From Eq. ( $\Pi .5$ ) to ( $\Pi .8)$ we will have

$$
\begin{aligned}
& a_{00}=1, a_{20}=a_{11}=a_{02}=0 \text {, } \\
& a_{10}=\frac{r_{12} s_{2}-s_{1}+3 r_{52} m_{21}-m_{12}\left(1+2 r_{12}^{2}\right)}{\left(1-r_{12}^{2}\right)^{2}}, \quad a_{01}=\frac{\tau_{12} s_{1}-s_{2}+3 r_{12} m_{12}-m_{21}\left(1+2 r_{12}^{2}\right)}{\left(1-\tau_{12}^{2}\right)^{2}}, \\
& a_{30}=\frac{S_{1}-\tau_{12}^{3} S_{2}+3 r_{12}^{2} m_{12}-3 r_{12} m_{21}}{\left(1-\tau_{12}^{2}\right)^{3}}, \quad a_{03}=\frac{S_{2}-r_{12}^{3} S_{1}+3 \tau_{12}^{2} m_{21}-3 \tau_{12} m_{12}}{\left(1-\tau_{12}^{2}\right)^{3}} \text {, } \\
& a_{21}=\frac{\tau_{12}^{2} S_{2}-\tau_{12} s_{1}+m_{21}+2 \tau_{12}^{2} m_{21}-\tau_{12}^{3} m_{12}-2 \tau_{12} m_{12}}{\left(1-\tau_{12}^{2}\right)^{3}}, a_{12}=\frac{\tau_{12}^{2} S_{1}-\tau_{12} S_{2}+m_{12}+2 \tau_{12}^{2} m_{11}-\tau_{12}^{3} m_{21}-2 \tau_{12} m_{21}}{\left(1-\tau_{12}^{2}\right)^{3}}
\end{aligned}
$$

We can toke the functions $\frac{f\left(y, x_{1}, \ldots, x_{k}\right)}{f\left(x_{1}, \ldots, x_{k}\right)}=\frac{P_{n+1}\left(y_{1} x_{1}, \ldots, x_{k}\right) \Gamma\left(y_{1}, x_{k}, \ldots, x_{k}\right)}{P_{n}\left(x_{1}, \ldots, x_{k}\right) \Gamma\left(x_{1}, \ldots, x_{k}\right)}$
to approxitoate the conditional probabilities $\Psi\left(y / x_{1}, \ldots, x_{x}\right)$; in other words we can approximate separately the functions $\varphi\left(y_{1}, x_{1}, \ldots, x_{k}\right)$ and $\varphi\left(x_{1}, \ldots, x_{x}\right)$ by the above technique. Then we will have $f\left(x_{1}, \ldots, x_{k}\right)=\int_{-\infty}^{\infty} f\left(y_{1} x_{1}, \ldots, x_{k}\right) d y$, i.e. when we approximate $\varphi\left(y, x_{1}, \ldots, x_{k}\right)$ wo approxtmate simultaneously in( $\left.x_{1}, \ldots, x_{k}\right)$ by the same criterion, so that to find $f\left(y, x_{1}, \ldots, x_{k}\right)$ is sufficient.
3. Koment characteristics and mean linearity. In some practical cases we can deal with conditional instantaneous characteristics which are not so complete as conditional densities but are more convenient. In particular we can use conditional mathenatical expectation of the output against the input $M\left(y_{t} / x_{s}, s_{t} \leqslant s \leqslant t\right)$ in the continuous case and $M\left(y_{n} / x_{1}, \ldots, x_{n}\right)$ in the discontinuous case.

These conditional mathematical expectations are considered for any $t$ or $n$ and any $\mathscr{X}(S)$ or $X_{i}$ and are determined by a certain operator $\Omega$ so that
$M\left(y_{t} / x_{s}, S_{0} \leqslant S \leqslant t\right)=B_{t} x_{s} \quad$ in a continuous case $M\left(y_{n} / x_{1}, \ldots, x_{n}\right)=\mathcal{B}\left\{x_{1}, \ldots, x_{n}\right\}$ in a discontinuous case

Let us introduce the following definition: the system $S$ will be termed linearity in the mean if the operator $\beta$ is linear, or the conditional mathematical expectation is linearly dependant on the input. This definition was found to be a natural extension of the conventional definition of linearity. Indeed, for ilnear systems the operator $\beta$ will look like

$$
\begin{aligned}
& M\left(y_{t} / x_{s}, S_{0} \leqslant s \leqslant t\right)=\int_{s_{0}}^{t} K(t, s) x(s) d s \\
& \text { or } M\left(y_{n} / x_{1}, \ldots, x_{n}\right)=\sum_{i=1}^{n} K_{i} x_{i} .
\end{aligned}
$$

For linear determined systems we will have

$$
\begin{equation*}
y(t)=\int_{s_{0}}^{t} W(t, s) x(s) d s \quad \text { or } \quad y_{n}=\sum_{i=1}^{n} w_{i} x_{i} \tag{3.3}
\end{equation*}
$$

It is easy to see that if (3.3) is valid so is (3.2). Indeed in (3.2) $y(t)$ is described unambiguously by the values $x(s), s_{0} \leqslant s \leqslant t$, and then $y(t)=M\left(y_{t} / x_{s}, s_{0} \leqslant s \leqslant t\right)$; this means that we obtain (3.2) and $W(t, y)=K(t, j)$. This is also true for the discontinuous case. The reverse is not true, since $y(t)$ and $x(S)$ are generally related probabilistically. Thus formula (3.3) is a case of formula ( 3.2 ) where $y_{f}$ and $x_{\text {s }}$ are related unambiguously. Therefore the definition of linearity in (3.2) is broader than (3.3). The function $K(t, s)$ in (3.2) is a generaliration of the weight function $W(t, s)$ for determined systems, therefore it could be termed an averaged weight function of the stochastic system. To find the meaning of the term "averaged" let us consider a generalized equation of a linear stochastic plant in the form

$$
\begin{equation*}
y_{t}=A x_{s}=\int_{s_{0}}^{t} X(t, s) x(s) d s \quad \text { or } \quad y_{k}=\sum_{i=1}^{n} \mathscr{K}_{i} x_{i} \tag{3.4}
\end{equation*}
$$

Here $K_{(t, s}(s)$ or $\mathcal{K}_{1}, \ldots, \mathcal{K}_{K}$ are random functions since the operator $A$ is random. Due to the above assumption of Eq. 3,4 in independonce of $f$ from $x$ we will have

$$
\begin{align*}
& M\left(y_{t} / x_{s}, s_{0} \leq s \leq t\right)=\int_{S_{0}}^{t} \bar{K}(t, s) x(s) d s \text { or }  \tag{3.5}\\
& M\left(y_{n} / x_{1}, \ldots, x_{n}\right)=\sum_{i=1}^{n} \overline{K_{i}} x_{i} . \\
& \text { comparison of }(3.5) \text { and (3.2) yields } \\
& K(t, s)=\bar{K}(t, s) \\
& K_{i}=\overline{K_{i}} \quad(i=1, \ldots, n)
\end{align*}
$$

ie. $K(t, s)$ is the mean value of a random weight function $\mathcal{K}(t, s)$ of a stochastic system.

Let us note that every linear system is also linear in the mean (if $A$ does not depend on $x$ ) whereas the reverse is not true.

To find the averaged weight function $K(t, s)$ we can use the well known Wiener-Hopf equation which follows from

$$
\begin{equation*}
R_{y x e}(t, s)=\int_{s_{0}}^{t} \bar{K}(t, \tau) R_{x x}(\tau, s) d \tau=\int_{s_{0}}^{t} K(t, \tau) R_{x x x}\left(\tau, s^{\prime}\right) d \tau . \tag{3.7}
\end{equation*}
$$

The function $K(t, s)$ found from ( 3.7 ) yields a certain "average" model of the actual plant. How successfull this model is we can judge partially from the second conditional instantaneous characteristic, the conditional dispersion $\varnothing\left(y_{t} / x_{5}, s_{0} \leqslant s \leqslant t\right)$ or $\theta\left(y_{k} / x_{i}, \ldots, x_{n}\right)$.

The conditional instantaneous characteristics underile the dispersion methods of random functions 8,9 .

Suppose that we have a plant $y(t)=\int^{1} K(t, s) x(s) d s+v(t)=f x(s)$. This classical circuit with the noisefiff can be considered as a "noisy" stochastic plant whose operator $A$ is random, linear, non-unform. The random parameter of the operator $A, v(t)$ is assumed normally independent from $x(s)$. Then $M\left(y_{t} / x_{s}, s_{0} \leqslant s s^{\prime} \leqslant t\right)=\int_{0} K\left(t, s^{\prime}\right) x\left(s^{\prime}\right) d s^{\prime}+m_{r}(t)=B x\left(s^{\prime}\right)$ If $m_{v}(t)=0$ then tuang we will obtain a conventional record of a determined linear model of the plant $z(t)=\int_{s_{0}}^{x} K(t, s) x(s) d s$, where $z(t)=M\left(y_{t} / x_{s}, s_{0} \leqslant s \leqslant t\right)$.
4. A skedastic function and its properties. Let us deal exclusively with the firat conditional and inconditional functions only in that case of identification where the conditional dispersion $\theta\left(y_{t} / x_{s}\right)$ is homoskedastic. If this requirement is not met the normed correlational and normed dispersional functions $Y_{y x}(t, s)$ and $\eta_{y x}(t, s)$ describe the relation between the output variable $y(t)$ and input variable $x(s)$ with an error which increases with the "decrease" in the homoskedasity of $\delta\left(y_{t} / x_{s}\right)$. We can show that $\eta_{y x}(t, s)$ of a cubatur with a Gaussian process at its input is characterized by the degree of the link between $y(t)$ and $x(s)$ for any instant of time $t$ and $S$ less accurately than by $\eta_{y x}(t, s)$ of a squarer with the same inputs. In a sense a boundary case is when $y(t)$ and $x\left(s^{\prime}\right)$ are pseudonormally correlated ${ }^{2}$. Then both $\chi_{y x}(t, s)$ and $\eta_{y x}(t, s)$
are identically zero though the processes studied are interpendent.

To find the magnitude of error when $\mathcal{Z}_{y x}(t, s)$ and $\eta_{y x}(t, s)$ and are used in the ese of non-constant conditional dispersion we will introduce the function

$$
\begin{equation*}
\xi_{y x}\left(t_{1} s\right)=\left\{\frac{\int_{-\infty}^{\infty}\left[g\left(y_{t} / x_{s}\right)-M\left\{g\left(y_{t} / x_{s}\right)\right\}\right]^{2} g_{1}\left(x_{s}\right) d x_{s}}{\int_{-\infty}^{\infty}\left[y_{t}^{2}-M^{2}\left(y_{t}\right)-M\left\{g\left(y_{t} / x_{k}\right)\right\}\right]^{2} g_{2}\left(y_{t}\right) d y_{t}}\right\}^{1 / 2} \tag{4,1}
\end{equation*}
$$

and call this a mutual skedastic function of random processes $y(t)$ and $x(s)$.

Let us look into the properties of the definition introduced. The mutual skedastic function lies within the range $0 \leqslant \xi_{y x}(t, s) \leqslant 1$. Indeed
a) it follows from $(4.1)$ that $\xi_{y x}(t, s) \geqslant 0$.

The notation $\psi\left(y_{t} / x_{s}\right)$ will mean the conditional density of probability $y(t)$ against $x(s)$.
b) To prove that $\xi_{y x}(t, s) \leqslant 1$ let us use the inequality

$$
\left.\left.\int_{-\infty}^{\infty}\left[\int_{-\infty}^{\infty}\left(y_{t}^{2}-M^{2}\left(y_{t}\right)\right) \psi\left(y_{t} / x_{s}\right) d y_{t}\right] g_{1}\left(x_{s}\right) d x_{s} \geqslant \int_{-\infty}^{\infty}\left[\int_{-\infty}^{\infty}\left(y_{t}^{2}-M^{2}\left(y_{1} / x_{s}\right)\right) \psi\left(y_{t}\right) x_{s}\right) d y_{t}\right] g_{s}\left(x_{t}\right) d x_{4} x_{5}\right)
$$

which becomes evident considering that the left-hand side of (4.2) contains the value of $D\left(y_{t}\right)$ and the right-hand side only parts of the dispersion $y(t)$. Inequality (4.2) can be valid only in the case where

$$
\int_{-\infty}^{\infty}\left(y_{t}^{2}-M^{2}\left(y_{t}\right)\right) \psi\left(y_{t} / x_{s}\right) d y_{t} \geqslant \int_{-\infty}^{\infty}\left(y_{t}^{2}-M^{2}\left(y_{t} / x_{s}\right)\right) \psi\left(y_{t} / x_{S}\right) d y_{t}
$$

which is used in the proof below
$\int_{-\infty}^{\infty} \int_{-\infty}^{\infty}\left(y_{t}^{2}-M^{2}\left(y_{t}\right)-M\left\{D\left(y_{t} / x_{s}\right)\right\}\right)^{2} \Psi\left(y_{t} / x_{s}\right) g_{1}\left(x_{s}\right) d y_{t} d x_{s} \geqslant$
$\geqslant \int_{-\infty}^{\infty}\left[\int_{-\infty}^{\infty}\left(y_{t}^{2}-M^{2}\left(y_{t}\right)-M\left\{D\left(y_{t} \mid x_{s}\right)\right\}\right) Y\left(y_{t} \mid x_{s}\right) d y_{t}\right\}^{2} g_{1}\left(x_{s}\right) d x_{s} \geqslant$
$\geqslant \int_{-\infty}^{\infty}\left[\int_{-\infty}^{\infty}\left(y_{t}^{2}-M^{2}\left(y_{t} / x_{s}\right)-M\left\{\left(\delta^{2}\left(y_{t} / x_{s} s\right)\right\}\right) \psi\left(y_{t} / x_{s}\right) d y_{t}\right]^{2} g_{t}\left(x_{s}\right) d x x_{t}=\right.$
$=\int_{-\infty}^{\infty}\left\{x\left(y_{t} / x_{s}\right)-M\left\{D\left(y_{t} / x_{s}\right)\right\}\right\}^{2} g_{1}\left(x_{s}\right) d x_{s}$.
2. A mutual skedastic function is zero only in the case where $\gamma_{y x}(t, s)$ or $\eta_{y x}(t, s)$ accurately deseribe the link between the random process $y(t)$ and $x(s)$. Indeed, it follows from (4.1) that $\xi_{y x}(t, s)=0$ at
a) $D\left(y_{t} / x_{s}\right)=M\left\{D\left(y_{t} / x_{s}\right)\right\}=$ const. -

- the condition for homoskedasity;
b) $D\left(y_{t} / x_{s}\right)=0$ is the condition for the functional link between the processes $y(t)$ and $x\left(s^{2}\right)$.

3. The mutual skedastic function reaches its maximal value when $\gamma_{y x}(t, s)$ (1n the case of a ilnear relation between the processes $y(t)$ and $x(s)$ ) or $\eta_{y x}(t, s)$ (in the case of a nonlinear relation between them) are zero.

Indeed, it is known ${ }^{8}$ that generaliy

$$
\begin{equation*}
D\left(y_{t}\right)=D\left\{M\left(y_{t} / x_{s}\right)\right\}+M\left\{D\left(y_{t} / x_{s}\right)\right\}, \tag{4.5}
\end{equation*}
$$

but in this specific case

$$
\begin{equation*}
\phi\left(y_{t}\right)=M\left\{\theta\left(y_{t} / x_{s}\right)\right\} . \tag{4.6}
\end{equation*}
$$

It followe from (4.6) that the denominator in (4.1) reaches its maximal value, and since the function $D\left(y_{f} / s_{s}\right)$ is positive at any $\boldsymbol{X}(\xi)$ the numerator is easily shown to reach its maximar value.
4. The closer the relations between the random processes $y(t)$ and $\mathscr{x}(s)$, the greater the value of $\xi_{y z}(t, s)$ and can be as close as wished, provided that $\sum_{y x}(t, s)=0$.

Therefore the mutual skedastic function is an easential characteristic for identification of stochasic plants.

A study of the random process $x(s)$ requires estimation of how accurately its self-correlating and self-dispersion functions are used as characteristic of the link. This
characteristic is provided by the self-skedastic function of the random process $X(s)$ :
5. On estimates of dispersional functions. Mutual correlational Rex and dispersional. Gyp functions 8,9 are used to find characteristics of links between the input, $X$ and output, $Y$ signals. Therefore these functions have to be estimated from experimental data. The quantity $\theta y x$ is known to characterize the link between random quantities better than Pyx does. However, generally the more sophisticated is the characteristic of the relations (ide, the better the dependence between random quantities are described) the worse is the convergence of its estimate, that is the greater the samplicy must be to achieve the same accuracy of approximation.

Let us assume that observations of random quantities $X$ and $y$ will be result in pars $\left(x_{1}, y_{1}\right)_{1} \ldots,\left(x_{n}, y_{n}\right)$ a consistent and unbiased estimate for $R y x$ is found by the formola

$$
R_{y_{x}}^{*}=\frac{\sum_{i=1}^{n}\left(x_{i}-\bar{x}\right)\left(y_{i}-\bar{y}\right)}{n-1}
$$

where $\bar{x}=\frac{\sum_{i=1}^{n} x_{i}}{n}, \bar{y}=\frac{\sum_{i=1}^{n} y_{i}}{n}$ are sampling averages for $X$ and $y$ respectively.

Two techniques can yield an estimate of $\theta_{y} x$. Normally the data are grouped into $K$ intervals of the values of $X$ and each interval is associated with the average value of $X_{i}^{*}$ in that interval. Then $Y$ is also divided into $K$ groups: $Y$ belongs to
$i$-th the group if the corresponding $X$ belongs to the $i-t h$ interval. Thus we group $y$ into a table.

$$
y_{11}, \ldots, y_{1 n_{1}}
$$

$y_{k}, \ldots, y_{k} n k_{k}$
with the group average
The ${ }_{n_{i}} l$-th group can be associated $\bar{y}_{i}=\frac{\sum_{j=1}^{n_{i}} y_{i j}}{n_{i}}$. Which is known to be a consistent and unbiased estimate for the mathematical expectation
of provided that this belongs to the $i$-th group, or for $X_{i}^{j \pi}$. for the function $\theta y X$ a consistent and unbiased estimate can be

$$
\theta_{y_{x}}^{*}=\sum_{i=1}^{k} \frac{n_{i}}{n_{i}}\left(\bar{y}_{i}-\bar{y}\right)^{2}+\frac{D_{i}^{*}}{n}-\sum_{i=1}^{k} \frac{\theta_{i}^{*}}{n},
$$

where $D_{y}^{*}=\frac{\sum_{i=1}^{k} \sum_{i=1}^{m_{i}}\left(y_{i j}-\bar{y}\right)^{2}}{h-1}$ is the estimate of complete dispersion $y$ and $D_{i}^{* *}$ is the estimate of dispersion of $y$ in the $i$-th group.

However a dispersional function can also be found by another technique; this assumes monotonous regression of $y$ over $X$. This assumption is valid for linear regression. The following theorem is proved by Hans (Prague, UNIA) if $X_{1} \leqslant X_{2} \leqslant \ldots \leqslant X_{n}$ and $\left(x_{1}, y_{1}\right)_{1} \ldots,\left(x_{n}, y_{n}\right)$ are measured data, the sampling estimate for a normed correlation $\eta_{y x}^{2}$ in the case of a non-decreasing regression is $\eta_{x^{2}}^{y_{x}}=\sum_{j=1}^{n}\left(y_{i}-y\left(x_{i}\right)\right)^{2}$
where for the function $\left(x_{i}\right)$ the ${ }^{\prime \prime}$ following ${ }^{\prime}$ relations are true

$$
\begin{aligned}
& f\left(x_{2}\right)=\frac{1}{k_{i+1}^{*}-k_{i}^{*}} \sum_{j=k_{i}^{*}}^{k_{i}^{*}-1} y_{i} k_{0}^{*}=k_{0}=1, \quad k_{i+1}=\min _{k} \\
& k_{i+1}^{*}=\max _{j>i}\left\{k_{j}: \frac{1}{k_{j}-k_{i}^{*}} \sum_{m=k_{i}^{*}}^{k_{-1}^{\prime}} y_{m} \leqslant \frac{1}{k_{k i}-k_{i}^{*}} \sum_{m=k_{i}^{*}}^{k_{k}-1} y_{m}, l=i+1, i+2, \ldots\right\} .
\end{aligned}
$$

Appendix
Moments of Gaussian distributions
Let $X$ and $y$ be linked by a Gaussian density. Mutual Gaussian density will be denoted as , one-dimensional density, as $g$.

For this case the following relations hold:
I. Moments of a one-dimensional Gaussian distribution are described by the formula.

$$
\begin{equation*}
M\left(x^{n+1}\right)=n \sigma_{x}^{2} M\left(x^{n-1}\right)+m_{x} M\left(x^{n}\right) \tag{A.1}
\end{equation*}
$$

Indeed $M\left(x^{n-1}\right) \cdot n \cdot \sigma_{x}^{2}=n \sigma_{x}^{2} \cdot \int_{-\infty}^{\infty} x^{n-1} g_{x}(x) d x=\sigma_{x}^{2} \int_{-\infty}^{\infty} g_{x}(x) d\left(x^{n}\right)$ after integration in parts $n \sigma_{x}^{2} M\left(x^{n-1}\right)=\sigma_{x}^{2}\left[\left.x^{n} g_{x}^{-\infty}(x)\right|_{-\infty} ^{\infty} \int_{-\infty}^{\infty} x^{n} g_{x}^{\prime}(x) d x\right]=$

$$
\left.=\sigma_{x}^{2} \int_{-\infty}^{\infty} x^{n} \frac{x-m_{x}}{\sigma_{x}^{2}} g_{x}(x) d x=\int_{-\infty}^{\infty} x^{n+1} g_{x}(x) d x-m_{x} \int_{-\infty}^{\infty} x^{n} g_{x}(x) d x=M\left(x^{n+1}\right)-m_{x} M(x)\right)
$$

2. For co-variation we have

$$
\begin{equation*}
R y^{n} x=n R_{y x} M\left(y^{n-1}\right) \tag{A.2}
\end{equation*}
$$

Indeed, $\quad R y^{n} x=M\left(y^{n} x\right)-m_{x} M\left(y^{n}\right)=$

$$
=M\left[y^{*} M(x / y \mid]-m_{x} M\left(y^{n}\right)=M\left[y^{n}\left(m_{x}+\eta_{x y} \frac{\sigma_{x}}{\sigma_{y}}\left(y-m_{y}\right)\right)\right]-m_{x} M\left(y^{n}\right)=\right.
$$

$$
\begin{aligned}
& =\frac{R_{v}}{6 y^{2}}\left[M\left(y^{n+1}\right)-m_{y} M\left(y^{n}\right),\right. \\
& H \text { Hence, by virtue of (A.1), fol }
\end{aligned}
$$

Hence, by virtue of (A.1), follows Eq. (A.2)
In particular, if $m_{y}=0$, then

$$
R_{y}^{n} x= \begin{cases}0 & n=2 k  \tag{A.3}\\ (2 k-1)!!R_{x y} \sigma_{y}^{2 x-2} & n=2 k-1\end{cases}
$$

3. If $m_{x}=m_{y}=0$, then

$$
\begin{equation*}
M\left(x^{2 k} y^{2 l-1}\right)=M\left(x^{2 k-1} y^{2 l}\right)=0 \tag{A.4}
\end{equation*}
$$

E.g. $M\left(x^{2 k} y^{2 l-1}\right)=\int_{-\infty}^{\infty} \int_{-\infty}^{\infty} x^{2 k} y^{2 l-1} f x y(x, y) d x d y$

Replacement of $X$ by $-X$ and of $Y$ by $-Y$ yields.

$$
M\left(x^{2 k} y^{2 l-1}\right)=-\int_{\infty}^{-\infty} \int_{\infty}^{-\infty} x^{2 k} y^{2 l-1} f x y(-x,-y) d x d y=
$$

$$
=-\int_{-\infty}^{\infty} \int_{-\infty}^{\infty} x^{2 k} y^{2 l-1} / x y(x, y) d x d y=-M\left(x^{2 k} y^{2 \ell-1}\right) \text {, and hence } \quad \text { (A.4) }
$$

4. If $m_{x}=m_{y}=0, \sigma_{x}=\sigma_{y}=1$, then:

$$
\begin{align*}
& M\left(x y^{3}\right)=M\left(x^{3} y\right)=3 r x y  \tag{A.5}\\
& M\left(x^{2} y^{2}\right)=1+2 \eta^{2} x y \tag{A.6}
\end{align*}
$$

$$
\begin{equation*}
M\left(x^{2} y^{4}\right)=M\left(x^{4} y^{2}\right)=3+12 z_{x y}^{2} \tag{A.7}
\end{equation*}
$$

$M\left(x^{3} y^{3}\right)=9 r_{x y}+6 r_{x y}^{3}$
(A.5) follows from (A.3) at $n=3(x=2)$.

Since the conditional distribution $\psi_{y y}(y / x)$ will be a Gaussian one with the parameters $\eta_{x y} \frac{\sigma_{y}}{\sigma_{10 y}}$ and $\sigma_{y} \sqrt{1-\sum_{k y}^{2}}$ then (A.2) for conditional moments will be wrydten as $\sigma y \sqrt{1-2^{2}}$
$M\left(y^{n+1} / x\right)=n \sigma_{y}^{2}\left(1-2 \mathrm{ky}^{2}\right) M\left(y^{n-1} / x\right)+Z_{x y} \sigma_{y} \sigma_{x} \times M\left(y^{n} x\right)\left(\sigma_{y}=\sigma_{x}=1\right) \quad$ (A.9) Hence $\quad M\left(y^{2} / x\right)=2^{2} x y x^{2}+\left(1-2^{2} k y\right)$
$M\left(y^{3} / x\right)=2\left(1-2_{x y}^{2} / M(y / x)+2_{x y} X M\left(y^{2} / x\right)=2_{x y}^{3} x^{3}+32_{x y}\left(1-2_{x y}^{2}\right) x\right.$ Then we shall have (A.6)
$M\left(x^{2} y^{2}\right)=M\left[x^{2} M\left(y^{2} / x\right)\right]=3 z_{x y}^{2}+1-r_{x y}^{2}=1+2 r_{x y}^{2}$ Formulas $(A .7)$ and ( $A .8$ ) are evident

$$
\begin{aligned}
& M\left(x^{4} y^{2}\right)=M\left[x^{4} M\left(y^{2} / x\right)\right]=15 \eta_{x y}^{2}+3\left(1-\eta_{x y}^{2}\right)=3+12 \eta_{x y}^{2} \\
& M\left(x^{3} y^{3}\right)=M\left[x^{3} M\left(y^{3} / x\right)\right]=15 \eta_{k y}^{3}+9\left(1-2_{x y}^{2}\right) \eta_{x y}=97 x y+6 \eta_{x y}^{3}
\end{aligned}
$$
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ON SO:IE CLASS OR ADAPTIVE (SELF-LEARNING) SYSTEAS
V.A.Yakubovich

Leningrad State University
Leningrad
U.S.S.R.

At present one can see a rapid development of the trend in the theory of adaptive systems, connected with the usage of the mathenatical apparatus of the stochastic approximation (isyp$k i n^{I}, \mathrm{Fu}^{2}$ and others). A long list of the papers involved is sugplied in the book ${ }^{I}$.

This report gives another approach to the problen of ere ating a theory of some particular kind of adaptive systems, based on the usage of the finitely convergent algorythms for the solution of the infinite systems of inequalities ${ }^{3}$. The general outline of the problem is as follows. The system is said to be adaptive if its functioning law changes with the experience acquired. Some information is supplied to the system on 'success' or 'failure' of its conduct to some aim condition. It is essential, that $s$ ome characteristics or the surroundings and the system as well as, probably, some paraneters of the aim condition are assumed to be unknown to the designer. They may be any of a certain class $M$. The adaptive systen (AS) is said to be reasonable in class $M$, if for any aim condition and any characteristics of this class there exists an instant after wifich the aim condition is fulfilled every time. The problen consists in construction of a system, reas onable in the given class $M$.

The report gives a formalized stating of the simplest variant of this problem, and, along with some additional suppositions, the solution of this striotly formulated problem. The results are given of simulation on the computer of the self-learning process of one simple mathematically styled system "reason able" in the given rather conventional sense.

I Precise setting of the problem
Let's consider that the time $t$ has the values $t=0$, I,2... The values changing (generally speaking) in time will be called variables, and the values fixed for the given system (and, consequently, not changing in time) will be called parameters. Among the latter we shall distinguish the so called variable pa rameters $\xi$, which can take any values of some given set $M$. Here $\tilde{\xi}_{\xi}=\left\|\xi_{j}\right\| \quad$ is a multidimentional vector ${ }^{x}$ )

The given set of some elements $\not \subset$ will be denoted by $\{z\}$. The value of the variable $\mathcal{z}$ at the instant $t$ will be denoted by $Z_{t}$. We shall consider the sets $\{x\},\{3\},\{\sigma\},\{u\}$ as given and the set $\{\tau\}$ as having to be defined (in accordance with the conditions stated below). Their elements will be called as follows: $\boldsymbol{X}$ - external coordinates of $A S, S$ - surroundings, $\sigma$ sensor, $u$ - control, $\tau$-tactics, Let the function $\mu(x, s, \xi)$ be given with the values 0 or $I$, which is called the aim condition start signal, and also given is the real function $F(x, 3, \xi)$. By ain condition (AC) we shall call: if $\mu_{t}=\mu\left(x_{t}, s_{t}, \xi\right)=1$ then $F\left(x_{t+1}, s_{t+1}, \xi\right)>0$. We shall say that AC is fulfilled at the moment $t+1$, if either $\mu_{t}=0$ and $F\left(x_{t+1}, s_{t+1}, \xi\right)>0$ or $\mu_{t}=0$. (It should be noted that $\mu_{t}=0$ means, in fact, that $A C$ is not set).

We shall consider as given: the sensor equation

$$
\begin{equation*}
\sigma_{t}=\sigma\left(x_{t}, s_{t}, \xi\right) \tag{I}
\end{equation*}
$$

(defining \#hat AS "sees"), the motor equation

$$
\begin{equation*}
x_{t+1}=X\left(x_{t}, s_{t}, u_{t}, t, \xi\right) \tag{2}
\end{equation*}
$$

(defining the motion of $A S$ ), and the equation of the change or the surroundings

$$
\begin{equation*}
s_{t+1}=S\left(x_{t}, s_{t}, t, \xi\right) . \tag{3}
\end{equation*}
$$

x) The number of components of vector $\xi$ may also be a variable parameter: $\xi=\left\|k, \xi_{1}, \ldots, \xi_{k}\right\|$.

We must define the following "brain equations" $x$ ) of AS:

$$
\begin{align*}
& u_{t}=u\left(\sigma_{t}, \tau_{t}\right)  \tag{4}\\
& \tau_{t+1}=T\left(\sigma_{t}, \sigma_{t+1}, \tau_{t}\right) \tag{5}
\end{align*}
$$

Having $x_{0}, \boldsymbol{J}_{0}, \tau_{0}$ as given, the equations (I) - (5) allow to find subsequently the values of all variables mentioned at all instants, AC being either fulfilled or not for any $t=$ $1,2, \ldots$. . It is to be underlined that the right parts of equalions ( 1 ) - (3) (unlike equations (4), (5) ) depend, generally speaking, on the variable parameters. The change of the variable parameters $\xi \in M$ means the change of the task of the furlfilment of AC, or the change of AC, under which the fixed problem is solved. (The change of motor and sensor equations means the change, in the process of exploitation, of the functional characteristics of $A S$, the change, in the functions $S, \mu, F$ taks place in the change of the problems solved by AS). The inftrial values $x_{0}, \xi_{0}, \tau_{0}$ may also depend on the variable parameters.

If all mentioned above is defined, we say, that AS is set. AS is said to be reasonable in class $M$ of problems, if for any values of the variable parameters $\boldsymbol{\xi} \in M$ there exists some instant $t_{0}$, $\underbrace{\text { such as for all }} t \geqslant t_{0}$.AC will be fulfilled and $\tau_{t}=$ cost for $t \geqslant t_{0} \widetilde{x}$. The number $\tau_{0}$ oi instants $\tilde{t}$, for which $A C$ is not fulfilled, will be said to be the number of errors of the system.

After all these formal definitions are made, we may give
$x$ ) The author apologies for his having used the stale terin"brain", and asks to consider this ter.. only as the name of the autorata (not finite), whose works is described by equations (4), (5).
$x x)$ The requirement $\tau_{t}=$ canst at $t \geqslant t_{0}$ may be cancelled. Yet, some considerations make it rather convenient and besides it is automatically fulfilled for some solution we get.
the exact setting of the problem of how to build "the brain of a "reasonable" (in a rather conventional and limited sense) AS. This problem consists in constructing over the given class $M$ and the given functions $\mu, F, F^{\circ}, X, S$ of the brain equations (4),(5) such, that $A S$ became reasonable (in the above mentioned sense) in the class $M$ of problems.

## $2^{\circ}$ General suppositions and the main result.

Let's denote the Euclidian space of dimention $n$ by $R_{n}$. Suppose, that $\{G\}$ is a closed bounded set of sane $R_{n}, G=$ $=\left\|\sigma_{j}\right\|_{j=1}^{n}$. Let's consider the following four conditions as fulfilled:
(I) We may introduce the new control $v$, where $\{v\}$ is a bounded set of some $R_{q} \quad\left(v=\left\|v_{j}\right\|_{j=1}^{q}\right)$ so that $u=u(v)$ is some function, and that $A C$ at the instant $t$ is fulfilled, if the control $\boldsymbol{v}=\boldsymbol{v}_{t-1}$ satisfies $k$ inequalities

$$
\begin{equation*}
\left|\eta_{t}^{(j)}\right|<\varepsilon_{j} \quad j=1, \ldots, k, \tag{6}
\end{equation*}
$$

where $\eta_{t}^{(j)}=\left(c_{j}, v_{t-1}\right)-\varphi_{t}^{j}$. Here $\varepsilon_{j}$ are parameters, $c_{1}, \ldots, c_{k}$ are in ear independent known vectors and $\varphi_{t}^{j}=\varphi_{j}\left(x_{t-1}, x_{t}, s_{t-1}\right)$ $\beta_{t}, \xi$ ) are some functions of the intentioned arguments.
(II) There exists the function $V=V^{H}(\sigma, \xi)$ called ideal control such that for any $x_{t-1}, s_{t-1}$ $=V^{h}\left(\sigma_{t-1}, \xi\right)(6)$ is fulfilled with $\varepsilon_{j}$, substituted by sone $\varepsilon_{j}^{*}<\varepsilon_{j}$ : Here in (6) $\sigma_{t-1}, x_{t}, s_{t}$ are defined according to the natural succession of equations: $\sigma_{t-1}=\sigma\left(x_{t-1}\right.$, $\left.s_{t-1}, \xi\right), u_{t-1}=u\left(v_{t-1}\right), x_{t}=X\left(x_{t-1}, s_{t-1}, u_{t-1}, t-1, \xi\right), s_{t}=S\left(x_{t-1}, s_{t-1}, \xi\right)$.
(III) For any value of the control $v_{t-1}$ the value $\eta_{t}^{(j)}$ may be expressed by $v_{t-1}, \sigma_{t-1}, \sigma_{t}$, ie. $\eta_{t}^{(j)}=\Omega_{j}\left(v_{t-1}, \sigma_{t-1}, \sigma_{t}\right)$ where $\Omega_{j}$ are some functions.
(IV) For all $\xi \in M, \sigma \in\{\sigma\}$ there exist $\partial V^{U} / \partial \sigma_{j}$ and $\left|V^{n}(\sigma, \xi)\right| \leqslant C_{1}, \quad\left|\partial V^{K} / \partial G_{j}\right| \leqslant C_{2}$ where $C_{1}, C_{2}$ are the paranters.

We shall try to make these suppositions clear. Condition (I) means that, firstly, ac requires that "something was sifilicient-
by little different from something", and secondly, that this "something" had a linear dependence on new control. Condition (II) roughly speaking, is equal to the possibily of solving this problem. (To use the control $v_{t}=V^{H}\left(\sigma_{t}, \xi\right)$ certainly is int possible, since the values of the variable parameters $\xi$ are unknown). Condition (III) requires that the error at the instant t-1 might be measured by means of the evidence available at the instants $t-1$ and $t$. Condition (IV) is practically not restricting.

Theorem I. While fulfilling conditions (I) -(IV) the brain equations may be constructed so that AS obtained became reasonable in class $M$ of problems and so that the number $r_{0}$ of errors of the system satisfied the inequality $\mu_{0} \leq C \max _{\sigma}\left(v(\sigma, \xi)-\left.V^{n}(\sigma, \xi)\right|^{2}\right.$
where the constant $C$ do not depend on the variable paramet ers.

The brief proof of this theorem is given in the article ${ }^{5}$. It is constructive: in the process of proving the theorem we get the procedure of constructing the brain equations (4), (5) of reasonable (in class $M$ ) AS with the estimation of the nutbor of errors given.

We shall describe the general idea ${ }^{5}$ of construction of brain equations, constructing these equations on a number of simplifying assumptions.
(A) Ideal control $v=V^{n}(\sigma, \xi)$ should be rather strictry (in $C$ - metric) approximated by the "degenerated nucleus"

$$
\begin{equation*}
V^{u}(\sigma, \xi) \approx \sum_{h=1}^{N} \nu_{h}(\sigma) \cdot \tau_{h}(\xi) \tag{7}
\end{equation*}
$$

where $\tau_{h}(\xi)$ are scalars, $\nabla_{h}(\sigma)$ are vectors functions (of the order of $q)^{x}$. It should be noted that the functions $\tau_{h}(\xi)$ are not further needed. So it is not the particular kind of representslion
x) Sometimes it is more convenient to take $\tau_{h}$ as vector fundtions (oi the order of $q$ and $\nu_{h}(\sigma)$ as scalar ones. If the condition (IV) is fulfilled, the approximation (7) is always possible.
(7) that is needed, but the mere possibility of such approximation with functions $\rangle_{h}(\sigma)$. Here it is more profitable (in the sense explained below) to have such a representation (7), where the number of linear independent functions among the set $\left\{\nu_{h}(\sigma)\right\}$ will be as small as possible. If we have an exact representation (7), then the "neuron" functions $\nu_{j}(\sigma)$ are dePined by this representation. To make the system more reliable we should, however, increase the number $N$ of functions, introducing additional, linear dependant functions $\nu_{j}(\sigma)$ (see below).
(B) As the tactics $\tau$ we take the vector $\tau=\left\|\tau_{h}\right\|_{h=1}^{N}$ (consequently, $\{\tau\}=R_{N}$ ), and the equation (4) is defined by the formulae

$$
\begin{equation*}
u_{t}=u\left(v_{t}\right), \quad v_{t}=\sum_{h=1}^{N} \nu_{h}\left(\sigma_{t}\right) \cdot \tau_{h, t} \tag{8}
\end{equation*}
$$

where $\nu_{h}(\sigma)$ are the functions in condition (7).
(c) The equation (5) must be chosen so that the tactics $\tau_{t}$ as $t \rightarrow \infty$ be convergented to the unknown tactics $\tau(\xi)=$ $=\left\|\tau_{h}(\xi)\right\|$, or to some value close to it. Indeed, it is sufficient that the instant $t_{0}$ existed such that as $t \geqslant t_{0}, \mu_{t}=I$ the inequatilies ( 6 ) were fulpilled. Then, according to condition ( $I$ ), AC will be fulfilled as $\frac{t}{t}>t_{0}$. Inequalities (6) for $\mu_{t}=I$ give the infinite system of inequalities, and the algorythin (5) must be a finitely convergent algorithm for the solution of these inequalities (see ${ }^{3}$ ). Such algorythm is given by theorem 3 or 5 in the paper ${ }^{3}$ (the theorem 5 prool is given in the article ${ }^{4}$, in the supplement). Here the algorythm of theo rem 3 or 5 of the paper ${ }^{3}$ should be applied subsequently $k$ times to inequalities (6). Let's make a sinplifying assumption holding that in condition (II) $\varepsilon_{j}^{*}<\varepsilon_{j} / 2$. Then we may use a more simple algorythm of theorem 4 of the paper ${ }^{3}$. Let $k=I$. Inequalities (6) have theform $\left|\eta_{t}\right|<\varepsilon_{i}$ where

$$
\begin{equation*}
\eta_{t}=\sum_{h=1}^{N}\left(c_{1}, \nu_{h}\left(\sigma_{t-1}^{\prime}\right)\right) \cdot \tau_{h, t-1}-\varphi_{t}^{\prime} \tag{9}
\end{equation*}
$$

According to theorem 4 of the paper ${ }^{3}$, we have

$$
\begin{cases}\tau_{h, t}=\tau_{h, t-1} & \text { if }\left|\eta_{t}\right|<\varepsilon_{1}  \tag{IO}\\ \tau_{h, t}=\tau_{h, t-1}-x_{t} \cdot \eta_{t} \cdot\left(c_{h}, \nu_{h}\left(G_{t}\right)\right) & \text { if }\left|\eta_{t}\right| \geqslant \varepsilon_{1}\end{cases}
$$

where

$$
\begin{equation*}
x_{t}=\left[\sum_{h=1}^{N}\left(c_{1}, \nu_{h}\left(\sigma_{t-1}\right)\right)^{2}\right]^{-1} \tag{II}
\end{equation*}
$$

The number $\varepsilon_{0}$ of errors of the syatem satisfies the inequality

$$
r_{0} \leqslant\left|\tau_{0}-\tau(\xi)\right|^{2} / x^{2} \varepsilon\left(\varepsilon-2 \varepsilon_{i}^{*}\right)
$$

where $x^{2}=\max _{\sigma} x \sum_{h=1}^{N}\left(c_{1}, \nu_{h}(\sigma)\right)^{2} \quad$ (see ${ }^{3}$ ). Equations (8), (IO), (II) for $\eta_{t}=\Omega\left(v_{t-1}, \sigma_{t-1}, \sigma_{t}\right)$ define $\tau_{t}$ through $\tau_{t-1}, \sigma_{t-1}, \sigma_{t} \quad$ 1,e. they are the brain equation (5). Equations (8)-(II) are brain equations of a reasonable (in the sense mentioned) AS.

It is essential to note, that these equations do not include (just as it should be) variable parameters, and this affords additional requirements to the choice of this or that finitely convergent algorythm. In a number of cases the numbers $\varepsilon_{j}$ in (6) are variable paraneters, but here the sygnal $\tilde{\mu}_{t}$ comes into the brain showing, whether $A C\left(\tilde{\mu}_{t}=1\right)$ is fulfilled at the insiant $t$ or not $\left(\tilde{\mu}_{t}=0\right)$. Without dwelling on a rather simple explanation, we shall note that in this case equations (IO)may be substituted by the equations

$$
\left\{\begin{array}{ll}
\tau_{h, t}=\tau_{h, t-1} & \text { if } \tilde{\mu}_{t}=0  \tag{I2}\\
\tau_{h, t}=\tau_{h, t-1}-x_{t} \eta_{t}\left(c_{1}, \nu_{h}\left(\sigma_{t}\right)\right) & \text { if } \tilde{\mu}_{t}=1
\end{array} \quad(h=1, \ldots, N)\right.
$$

Equations (8), (II), (I2) are in this case the brain equations of reasonable AS. For $k>1, \varepsilon_{j}^{*}<\varepsilon_{j} / 2$ the brain equations are constructed in the same way.

Consider the problem of ensuring the reliability of the brain work. The brain equations (4),(5) serve for the approximation of the unknown ideal control $u_{t}=u\left(v_{t}\right), v_{t}=V^{u}\left(\sigma_{t}, \xi\right)$. The functions $\nu_{h}(\sigma)$ in equations (8) are not singularly defined. They may be any with sufficient approximation (7).Thus, in the functional space of functions $f(\sigma)$ the functions $V^{u}(\sigma, \xi)$ for all $\xi \in M$ should lie near the underspace $\mathcal{L}$, "stretched" on the functions $\nu_{j}(\sigma)$. For the fixed $N$ functions $\nu_{j}(\zeta)$ may be chosen in different ways. If $\nu_{j}(\sigma)$ are line ar independent, the brain work will hardly be reliable.In this case any dravbach leading to the change of one of functions $\nu_{j}(\sigma)$ may result in vanisining of representation (7). The si-
tuation will change if we take a number of "extra" functions
$\gamma_{j}(\sigma)$. It means that we shall take the number $N$ larger than it is necessary, furnishing the set of functions $\nu_{j}$ (G) by additional functions whioh are linear dependent with the form er ones. In this case the change of some functions $\nu,(\sigma)$ will but stretch the spaca $\mathscr{Z}$. (or leave it as it was). Represers tation (7) will, as before, take place, i.e. the infinite system of inequalities (6) ( $\left.t=0,1,2 \ldots, \mu_{t}=1\right)$ will, as before, have a solution (in the already mentioned sense). And this is just what is necessary for the algorythms to converge ${ }^{3}$..Thus, to increase the reliability of the brain the number of $N$ should be increased, taking linear dependent functions as $\nu_{j}(G)$. It goes without saying, that the system reas onable in class $M_{w i l l}$ not be totally indifferent to the drawbacks due to some changes of some functions $\rangle_{j}(\sigma)$. After the "damage" of its brain the systen stops functioning regularly. For a certain period of time AC (generally speaking) will not be fulfilled. It is important, however, that algorythms (IO) and (I2) will cope with such a drawback by means of redesribution of weights $\tau_{j}$. Indeed, after such kind of "damage", of its brain the system will learn itself again: in some time AC will again be fulfilled re gularly. The disoussed above is, certainly, valid if the drar backs are not too bad to rule out the possibility of representation (7).

$$
3^{0} \text {. Example; the system "grasshopper". }
$$

In this section a simple and mathematically styled example of the system of the class described above is given. EvidentIy, in the present state of development of the theory of adap tive systems consideration of such kind of examples is useful. These exauples allow for siaple simulation on the computors, and experiments on the computors may serve to test the efficiency of this as that theory and for comparative examination of the efficiency of different algorythms of selflearning.

Imagine the field $F$ as a cirle of radius $L$, with some landmark (wood) in its center. Two "organisms" are moving (sumultaneously leaping) within the field: the target and the grasshopper ( $G$ ). The target is not adaptive: it moves according to some definite, but unknown beforehand(defined by the values of the variable parameters) lav. At fixed values of the variable para-
meters the movement of the target is fully defined by the relative location of tine target, the landmark and the grasshopper. The grasshopper is an adaptive system. AC for it is the requiremend to catch the target at the next instant. Since $G$ and the target jump simultaneously, $G$ should learn to foresee the leap of the target. Making it still more complicated, $G$ (according to the condition set) "sees" the target every time from its moving system of coordinates. Moreover, according to our assumplion, some parameters of its "eyes" are variable, live. some distortion unknown to the designer is possible. If the target is caught by the grasshopper at some instant, then at the next instand a new target appears accidentally in the field. This target moves on according to the same law of motion, and it again should be caught by the grasshopper. The grasshopper is said to be reas onable, if, beginning with sone instant, it catches any target appearing before it within one measure of time, and it is valid for any law of motion (of some class) of the target and for any values of the variable parameters of its eyes. The task consists in constructing the brain (ie. in defining equations (4), (5)) of a reasonable grasshopper ${ }^{\text {ad }}$.

We shall state the problem more strictly. The external coonGinates of $G$ are $\boldsymbol{X}=\|\boldsymbol{Z}, \varphi\|$ where $Z$ is a complex nom ber $(|z| \leqslant L$ ), defining cartesian coordinates $G$, a "cour$\operatorname{se}^{\prime \prime}$ angle $\varphi$ defines the oriantation of $G$. The surround ings 3 is identificated with the complex number $\mathcal{f}$ (coordinates of the target), $|s| \leqslant L$. The number $L$ is a variable parameter. The system of coordinates of $G \quad w i l l$ be the system with the center in point $\tilde{X}$, turned at the angle $\varphi$. $G$ sees the landmark at the beginning of the inmovable system of coordinates and the target. To be more precise, sensors $\sigma=\left\|\zeta_{\varepsilon}, \psi, \zeta_{0}, \mathcal{\Psi}_{0}, \mu\right\|$ are the following values, connetted with the coordinates of the target and the landmark in the system of coordinates Grasshopper:
 Here $\delta_{0}^{\circ}>0, \nu>0$ are variable parameters, $\delta^{\circ}$ parameters ${ }^{x \times d}$. The va-
x) Instead of the infinite measure of time, during which the tradinced grasshopper catches the targets accidentally appearing before it within one measure of $t i$, it is further considered that this measure oi time is finite. After that a new problem is set before the grasshopper (the variable parameters are changed) andect. (See for more detail below $4^{\circ}$ ).
xax ) We may consider the case, when $\mathcal{\delta}^{\prime}$ is also variable parameter. (see p.10)
viable $\mu$ is a sygnal of fulfillment of $\mathrm{AC}: \mu_{t}=1$ if $\left|\mathcal{Z}_{t}-s_{t}\right| \geqslant \varepsilon$ and $\mu_{t}=0$, is $\left|z_{t}-3_{t}\right|<\varepsilon$. Here $\varepsilon>0$ is a variable parameter, $\varepsilon<L$. AC consists in the requirement to catch the target at the next moment, if it is not yet caught; if $\mu_{t}=I$, then $\mu_{t+1}=0$. Thus, $G$ must leap in the $\varepsilon$-circumference of this point, where the target will be at the next instant. The movement of the grasshopper is fulfilled in the following way. The grasshopper turns at the angle $f_{t}$, the leaps over the distance $y_{c}, S o$, the control is $u=\|f, r\|$. The motion equations have the form $\varphi_{t+1}=$ $=\varphi_{t}+f_{t}, \quad z_{t}=z_{t+1}^{\prime}$ where $z_{t+1}^{\prime}=z_{t}+r_{t} \cdot \exp i \varphi_{t+1}$ if on $y\left|z_{t+1}^{\prime}\right| \leqslant L$. If $\left|z_{t+1}^{\prime}\right|>L$ (which means, that the grasshopper "wants to leap" out of the circle $F$, then $Z_{t+1}$ is defined from the condiction of "sticking" (according to some law) to the wall $|z|=L$. The target sees the landmark and the grasshopper, and its motion depends on where it sees them. Suppose, the target pays no attention to the orientation of the grasshopper: $s_{t+1}=S\left(s_{t}, s_{i}-z_{t}, \xi\right)$. Here ${ }^{\prime}$ is a variable vector parameter. If the target is caught at a certain instant, then as is said above, at the next instant in some quasisudden way a new target appears in the ciroleFfith the same law of functioning. Since the target sees only the landmark, but not the system of coordinates connected with it, the function $S(3, w, \xi)$ must satisfy the following condition: $S\left(e^{i x} s, e^{i x} w, \xi\right)=e^{i x} S(s, w, \xi)$, where $x$ is any real number . Besides, let's consider that the function $S$ and its derivativees over Res, Um s, Re w, Sm $w$ are limited as $|s| \leqslant L, \varepsilon \leqslant|w| \leqslant$ $\leqslant 2 L$ uniformly over $\xi \in M$.

It is easy to prove that assumptions (I)-(IV) of section $2^{\circ}$ are fulfilled. The new control $v_{t}=\left\|X_{t}, y_{t}\right\|$ is connected over the old ones $u_{t}=\left\|\tau_{t}, f_{t}\right\| \quad$ by $X_{t}+i y_{t}=u_{t} \exp (i f t)$. Inequalities (6) (for $k=2$ ) are the inequalities $\left|\chi_{t}-\operatorname{Re} \widehat{s}_{t+1}\right|<$ $<\varepsilon / \sqrt{2},\left|y_{t}-I_{m} \tilde{3}_{t+1}\right|<\varepsilon / \sqrt{2} \quad$ where $\tilde{3}_{t}=\left(s_{t} z_{t}\right)^{x}$ $x \exp \left(-i \varphi_{t}\right)$ are the coordinates of the target in the symstem $G$. The ideal control $X_{t}^{u}, Y_{t}^{u}$ is defined by the requiremont $f_{t+1}=s_{t+1} \quad$ i.e. $X_{t}^{u}+i y_{t}^{\mu}=\tilde{s}_{t+1}$, with $\widetilde{s}_{t+1} \quad$ having to be expressed through $\sigma_{t}$ and $\xi$. In accordance with the discussed above the brain equations of the reasonable $G$ are

Here, however, for the brain equation more complicated (compare to the mentioned above) finite convergent algorythms for solving the system of inequalities (6) must be used.
built.
Let's outline the structural scheme of the brain of $G$. For any $A S$ of the class involvad the brain has the same structare. The brain of $G$ consists of identical (as to its functioning)elements, which we shall call as segnents (S). The sensor informafion is supplied to the input $S$ (not necessarily the whole of it), as well as the signal of disaccordance, $\eta_{t}$ and the norm ing signal $x_{t}$. Every $S$ works in two regimes; the usual one and the adaptive one. In the usual regime $S$ works as the functional transformator with the coefficient of the inareasa $\tau_{h}$, which does not ohange in this regime $\left(\tau_{h, t}=\tau_{h, t-1} \quad\right.$ ). The outputs of $S$ are the values $\nu^{(h)}\left(\sigma_{t}\right)$ and $\tau_{h, t} \nu^{(h)}\left(\sigma_{t}\right)$. (Here $h$ is the nuaber of $S$, and $\nu^{(h)}(\sigma)=\left(c_{1}, \nu_{h}(\sigma)\right)$ ), At the instant $t$ the regine of adaptation is set up, if AC has been given at the instant $t-1$ and turned out to be not fulfilled (whioh becones clear at the instant $t$ ). Here the new value of the coefficient of increase $\tau_{h, t}=\tau_{h, t-1}-x_{t} \eta_{t} \nu^{(h)}\left(\sigma_{t}\right)$ is being worked out (see the second iormula (I2)), and the outputs of $S$ are the former values. Thus various $S$ differ only by their functiona. 1 transformators $\vartheta_{h}(\sigma)$. The most important instant, defining the degreef ${ }^{n}$ reasonability" of the system is contained in the algorythm of defining $\tau_{h, t}$. (Besides the mentioned above, a number of other algorythiss were tried, of which some falled. These algorythms practically did not succeed in teaching $\epsilon$ ).

The following struotural unit of the brain is "the field", connecting $P$ segments with the similar sensar information. The field is outlined by the subspace (of the order of $q$ ) in the space $\{f(\sigma)\}$. In accordance with the discussed above, we should ta ke $p>q$. For $G$ we took $p=5, q=2$. The functions $\nu^{(h)}(G)$ of the first field had the following form:

$$
\begin{equation*}
\nu^{(1)}=\operatorname{Cos} \psi, \nu^{(2)}=\operatorname{Cos}(\psi+\alpha), \ldots, \nu^{(5)}=\operatorname{Cos}(\psi+4 \alpha) \tag{I3}
\end{equation*}
$$

For the second field the functions $\nu^{(h)}$ were obtained from (I3) by adding the multiplier $\zeta_{\sim}$, and for the third by the multiplier $\zeta_{r}^{-1}$. Three other fields had the functions, obtained from the mentioned above by substituting $\psi$ for $\psi_{0}$ and $\zeta_{c}$ for $\zeta_{0}$. Different fields are combined into $k$ sections, where $k$ is the number of inequalities (6). (For the grasshopper $k=2$ ). In any section the outputs of the fields are combined to form the
norming signal (II). From the outputs $\tau_{h, t} \nu^{(h)}\left(\sigma_{i}\right)$ the corres ponding component of the control is formed. For $G$ they were $X_{t}$ (first section) and $Y_{i}$ (second section). Also here the signals of disaccordance are formed: $\eta_{t}=\Delta X_{t}$ and $\eta_{t}=\Delta y_{t}$, where

$$
\Delta X_{t}=\delta / \zeta_{t} \cdot \operatorname{Cos}\left(\psi_{t}+f_{t}\right), \quad \Delta Y_{t}=\delta / \zeta_{t} \operatorname{Sin}\left(\psi_{t}+f_{t}\right)
$$

For Gevery section consists of six fields with the mentioned $)^{(h)}(\sigma)$ Consequentiy, the brain $G$ consists all in all of sixty $S$.

The haterial discussed shows, that in the construction of the brain of all AS discribed above a "neurodynamio principle" is valid. That is, the brain of AS consists of a large number of elements having the similar construction ( 5 ) . At any instant general information is spread over the whole braing estimating the work of the system as a whole (the signals of AC being fulfilled, of disaccordance, and of norming). In accordan ce with this information every element readjusts its work so that as a result of this readjustment, the whole system starts to work out an expedient (in accordanoe with AC) behaviour.

$$
\frac{4^{\circ} \text {. Description of experiments on the oomputor on }}{\text { simulation of the process of self-1 earning or a }}
$$

There were a number of serif of experitaents carried out, of which every one refers, so to say, to the "life" of one par ticular grasshopper. Below the results are given for one such seria, and in some cases comparison is given with the results of the similar experiments with "other" grasshoppers. We considered a three parameter law of the movement of the target

$$
J_{t+1}=x \cdot e^{i \omega} g_{t}+\gamma^{i} \rho_{t}^{-1} \cdot e_{x p}\left[i \arg \left(J_{t}-z_{t}\right)\right]
$$

where $\notin, \omega, \gamma^{2}$ are real parameters. If $\gamma^{2}=0$ the target moves along a circle $(x=1)$ or a spiral $(x<1)$. The last term describes the response of the targetto the grasshopper. It adds the component, directed along the line grasshopper-targetirom the grasshopper $\left(\gamma^{\mu}>0\right)$ or to it $\left(\gamma^{2}<0\right)$. The grasshopper with the constructed brain is reasonable in a wider twenty four parameter class of the laws of the movement of the target, and, consequently, instead of the mentioned above, any of these laws might have been taken. In particular, we could hare taken $\gamma \boldsymbol{\eta}$ as complex $\sqrt{\text {, which would have resulted in deviation of the target }}$
from the linetarget grasshopper. (There were some experiments carried out with grasshoppers reasonable in a class of laws of the taxget depenting on $n=48, n=80$ parameters).

An experiment was stopped aftex $G$ caught $C=10000$ targets, then came the following experiment. The instant $t_{0}$, after which the grasshopper catches 2 targets, one aach measure of tine, is thus, an "empirical" time of selpearning. (Theoretioal time of selyearning corresponds toy $=\infty$ ).

Consider the sertes of experiments, describing the life of some "particular" grasshopper with all the drawbacks resulting from the surroundings and its own deseases.

The life of this grasshopper is going on in the "field"of diameter $2 L=30$ m; the target is caught, if after the simultaneous leap of the target and the grasshopper, the distance between their "eenters of weight" does not appear to be exceeding $\mathcal{E}=I \mathrm{~m}$. The accidentally appearing target begins to move around the landmark in leaps at angles $\omega=I 0^{\circ}$. keeping at the same distance from the landmark. The grasshopper learned this law rather guickly (in $t_{0}=82$. leaps) in the process of pursuing $m=5$, targets all in all. After that it caught, one by one and in one leap, all $\mathcal{C}$ the accidentally appearing before him targets. Then it turned out that the grasshopper failed to eatch the target. It resulted from the change of the vari able parameter $\mathcal{E}$ : the target was canght if the distance between the target and the grasshopper did not exceed $\varepsilon=0,5$ m. The grasshopper managed to concieve this circumstance in $t_{0}=8$ leaps, pursuing only $M=3$ targets. After that it caught again all $\mathcal{C}$ accidentally appearing beforie it targets in one leap (already for $\mathcal{E}=0,5 \mathrm{~m}$ ).

Leaving our grasshopper alone, it should be noted that. down the grasshopper bears very easily the decrease of $\mathcal{E}$ down to 10 cm , the further decreaseEmakes it more and more difficult for it. (The value of $t_{0}$ increases rapidly). The increase of $L$, for the grasshopper turns out to be acceptible in this sense.

Let's turn back to our grasshopper. After a quiet period of $\mathcal{H}$ measures of time the targets again fail to be canght. This happens because the targets changed their law of motion, beginn-
ing to leap around the landmark in a circle not at $10^{\circ}$, like before, but at $20^{\circ}$. The grasshopper became fardilias with this circumstance in $t_{0}=54$ leaps in the process of pursuing $m=$ ze targets. After the folloring yuiet period of of measures of time the targets again changed their law of motion, beginning to leap again at $10^{\circ}$ but in the opposite direction. This "trouble ${ }^{n}$ made the grasshopper most "nervous": the numbers $t_{0}=72$, $m=28$ are the largest of all the previous ones. (Though in future it will be still worse for it).

After the following quiet period of $\quad \tau$ measures of time the targets again fail to be caught, and this time $t t$ is because the targets began to react at the grasshopper. On the one hand, the target began to move not in a circle, but in a spiral, approaching a little in its leap to the landmark, on the other hand, it began to leap away from the grasshopper and the nearer it was to the grasshopper, the farther it did so.

The new law of motion the grasshopper learnt with almost the same parameters as the previous one: $t_{0}=78, \mathrm{~m}=28$. Then the targets began to come nearer to the grasshopper in their leaping, then again they changed their direction around the land maris, they changed theirs reaction at the grasshopper differ ently. The grasshopper, as it should be, "learned" all these changes of the law of motion of the target, displaying it by acquiring ability to catch the targets with a new law of motion $\boldsymbol{r}$ times one after another after the period of self-learning $t_{0}$. The value of $t_{0}$ changed within the limits $t_{0}=5$ up to $t_{0}=59$.

After the last quiet period the grasshopper had troubles of some other kind due to deformations of its own "organism". A kind of confusion begain: the target was seen by the grasshopper to be two times farther that it really was ( $\tilde{\delta}_{0}=0.2$ was taken instead of $\left.\delta_{0}=0, I\right)$. Naturally, the grasshopper again failed to catch the targets, though they did not change their law of motion. The brain of the grasshopper recovered from this "desease" in $t_{0}$ m 230 measures of time, and this number is the largest of all considered so far. Defanation of the " organs of seeing" of the same kind continued and the brain managed to cope with it every time. Then came nonlinear distortions of the distance to the landmark percieved (the change $\nu=$
$\Rightarrow 0, I, \div 0,00 I)$, apparently $n$ not to big because the grasshopper bore these deseases very easily $\left(t_{a}=I \div 8, m_{0}=I \div 3\right)$. It should be siressed that according to the sense of the problem under consideration, every time (after "the quiet period") G "did not know" that had happened: it lound it out only after the taxget oould not be caught any longer. The brain G cleaxed out what had happened itselfs to be more precise, worked out a new, "correct" law of controi..

Now we shall do some digression. As it was shown above, every field of the brain of our grasshopper contains five $S$, While for the above two $S$ would be sufficient. Five $S$ in the field was taken to increase the reliability of the brain, which was sald abovo. It was, however, not clear berorehand, whether this increase of $S$ will lead to the worsening of the work of the brain as a whole. Theoretically it is difficult to answer this question. The practice of work with algorythms ${ }^{3}$ shows that with the inorease of space dimentions $n$ (which coincides in this case with the number $S$ in one section of the brain) the convergence of algorythms ${ }^{3}$ usually becomes worse and sonetines much worse. (It is to be noted, that the finita convergence ${ }^{3}$ remaines for $n m \infty$ as well). So the worsening of the work of the "reliable" brain with five S in the field is possible, compare to the "unreliable" brain with two $S$ in the field. In this connection the experiments of the type discussed above with two $S$ in the field were carried out Instead of (I3) the neuron functions had the form $\nu^{(1)}=\operatorname{Cos} \psi, \nu^{(2)}=\operatorname{Sin} \psi$ and the same form for the rest fields.

The experiments showed that contrary to our expectations, "reliable" brain as a rule woriss better than "unreliable" one though some exceptions are possible. Besides, as other experiments showed, addition of $S$ with linear independent neur on functions as a rule make the result much worse, and this the more adding of such $S$ makes the rasult still worse.

Now let's return to our grasshopper. The aim of our further experiments with it is to check the principle described above of the insuring the reliability of the brain, making clear, in particular, whether the time of relearning of the grasshopp er will be permittable after all other sections of its braip are damaged. In accordance with some other considerations, on which
we shall not dwell, $S$ of its brain were damaged in different下ays. (Usually, the signal of the "damaged" was substituted by zero. Sometimes $S$ "functioned" wrongly). Localtzation of the damage was various, but for any $S$ of five fields there were at least two left undamaged. After every such damage of $\mathrm{G}^{\prime}$ 's brain, it naturally failed to catch the target and had to learn again. The values of $M, t_{j}$ were varied within large limits. The maximum were the values $M_{5}=430$, $t_{0}=993$. Thus, G's brain can sufficiently well cipe with all the problems set.

For checking up a "lethal destruction" of $G^{\prime}$ 's brain was made with the damage of four fields of one $S$, after which $G$, as was expected, failed to learn (within 10000 measures of time).
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Controllability and Synthesis of Optimal
Dznamieal Systems
by
V. M. Kirillova, I.A.Poletajeva, C. V. Tzurakova, R. Gabesov USSR

A great amount of works have been devoted to the extension [I]. of Pontryagin's maximux principle to systems described by equetions which are others than ordinary differential ones. In the present time this problem still attracts scientiats'attension. The theory of singular controls has been sisen up toe. This theory has been stimulated by the problems of the space navigation and the discovering of the sliding modes as well. The interest increased to the controllability, the existence of optimal controls, sufficient conditions of the optimality, the computational algorithms, The latter problem has evoked the theory of optimal processes in discrete systems. In con clusion we have to mention the new branch of the theory of the optimal processes, namely, the differential games.

The purpose of this paper is to present results of authors on some aspects of the optimal processes theory. This results have been obtained by two methods. The first method (the increments method $\left[^{2}\right]$ is concerned with the increments of vector--valued and scalar-valued functions, defined along of trajectom ries of aynamical syswems. The second methed ( the functionsl analysis method ${ }^{3}$ ] is based on some theorems and facts of the functional analysis
I. The Centrellsbility

Consider the system described by the equation

$$
\begin{equation*}
\frac{d x}{d t}=f(x, u), x=\left(x_{1}, \ldots x_{n}\right), u=\left(u_{1}, \ldots, u_{2}\right), f=\left(f_{1}, \ldots f_{n}\right) \tag{I}
\end{equation*}
$$

where $x$ is a state vector, $U$ is a control vector.
Definition $I$. The state $X_{c}$ is called controlled if there exists a piecewise continuous controirsuch that for the correspond trajectory $x(t)=x\left(x_{c}, u, t\right)$ is carried out

$$
x\left(x_{0}, u, T\right)=0, \quad T<+\infty .
$$

Definition 2. The system (I) is called completely control lied if for ans it, $\tau=t_{1}-t_{0}$ there existstanumber $\alpha=\alpha(\tau)>0$ such that all states $x_{0},\left\|x_{c}\right\|<\alpha$, are $T$-controlled.

Now consider the systems

$$
\begin{equation*}
\frac{d x}{d t}=A x+B(u) \tag{2}
\end{equation*}
$$

Here $x=\left(x_{1}, \ldots, x_{n}\right), u=\left(u_{1}, \ldots u_{\tau}\right), A-$ is a constant matrices, $f(u)$ is a continuous function.

Let $\Omega(\mathcal{Z})$ be the convex hull of the set $\{f(u),\|u\| \leqslant \mathcal{Z}\}$ and $R^{2}, \ldots, b^{r}$ be a basis of the minimal subset (the dimension is $\tau=\tau(\mathcal{Z})$ ) which contains the set $\Omega(\mathcal{Z})$.

It can be established with the increment method of vector--valued functions that holds

Theorem I. The systems (2) is completely controlled in the class of bounded controls ( $\|u\| \leqslant \mathcal{X}$ ), if carried out either
A. I) $\operatorname{rank}\left\{B, \dot{A} \dot{B}, \ldots, A^{n-1} B\right\}=n, B=\left\{b^{1}, \ldots, b^{2}\right\} ;$
2) the origin is on inner point of the set $\Omega(\mathcal{X})$;
or
B. Raak $\left\{\begin{array}{c}\left.C, A C, \ldots, A^{n-I} C\right\} \\ T\end{array}\right\} n, C=\left(c^{I}, \ldots, c^{p}\right) ;$
here $c^{I}, \ldots, c^{p}$ are non zero vectors such that $c, \ldots, c^{p} \in \Omega(Z)$
and $\beta_{1} c^{I}+\ldots+\beta_{p} c^{p}=0, \beta_{1} \neq 0, \ldots, \beta_{p} \not \neq 0$.
The second condition is necessary one for the system (2) to be completelly controlled with $\|u\| \leqslant \mathcal{Z}$.

This theorem may be extended to nonstationary systems.
The result concerned with the controllability of the ordinary dynamical systems may be expended to the systems with time--lags in some cases. Let the system be given

$$
\begin{equation*}
\frac{d x}{d t}=A x+B x(t-h)+C u(t) \tag{3}
\end{equation*}
$$

where $h$ is a constant delay; on initial state is $x_{0}(\cdot)$;

$$
\begin{equation*}
x_{0}(\cdot)=\left\{x(t) \equiv \varphi(t), t_{0}-h \leqslant t<t_{0}, x\left(t_{0}\right)=x_{0}\right\} \tag{4}
\end{equation*}
$$

here $P(t)$ is a continuous function and $x_{0}$ is given.
For the gystem (3) and the initial state (4) can be used the definitions $I, 2$ but "controlled" must be replaeed by "relatively controlled". For example, the system (3) is called relatively controlled, if for each initial state (4) from some neighborhood of zero of continuous functions spaee there exists such a piecewise continuous control that $x(T)=0, T<+\infty$.

For the investigation of the relative. controlability of the systems (3) we forme the determinant equation in the terms of the right hand part of the equation (3):

$$
q_{p}(k)=A q_{p}(k-1)+B q_{p-1}(k)
$$

The determinant equation we shall call nondegenerated if

$$
\operatorname{rank}\left\{q_{k}(s), k=1, \ldots ; s=1, \ldots\right\}=n
$$

Theorem 3. In order for the system (3) to be relatively controlled it is necessary and sufficient that the determinant equation be nondegenerated.

This result can be easily extended to nonstationary systems, tosystems with a variable delay, to monlineary systeme with timelags.

Ve must note that the relative controllability of linear systems (3) is reduced to the algebraic problem. The same situation occurs in the theory of stability. for linear systems.

Since a state of the system (3) for any $t$ is defined by the trajectory range it is naturelly to give the following definition.

Definition 3. The system (3) is called completely controlled if for each initial state (4) there exist finite $t_{I}$ and piecewise continuous control $u(t), t_{0} \leqslant t \leqslant t_{I}$ such, that for the trajectory $x(t)$ we have $x(t) \equiv 0,{ }^{t} I^{-h} \leqslant t \leqslant t_{I}$.

It can be show that in general the complete controllability does not follow from the relative controllability. There exist however several classes of systems for which the complete controllability follows from the relative controllability. For example

$$
\frac{d x}{d t}=B x(t-h)+C u
$$

or

$$
\frac{d x}{d t}=A x+B x(t-h)+C u,
$$

$C$ is nonsingular matrix.
2. The Existence of the Optimal Control

The dynamical systems controllability is closely related to the problem of admissible controls existence under the boundary conditions.

We have to consider next the problem of the optimal controls existence.

Given for example the performance index

$$
\begin{equation*}
J(u)=\varphi\left(x\left(t_{1}\right)\right) \tag{5}
\end{equation*}
$$

along of the trajectories of the system: (I) with $f=f(x, u, t)$ and given a class of mesurable functions $u(t), u(t) \in U$.

Under what conditions there exists a control(from given class f which minimises (5)?

It is know, that even in simple cases the optimal control may be not exists.

Example I.

$$
\left\{\begin{array}{lll}
\dot{x}_{1}=u, & x_{1}(0)=0, & U=\{u: u= \pm 1\}, \\
\dot{x}_{2}=x_{1}^{2}, & x_{2}(0)=0, & t \in[0,1]
\end{array}\right.
$$

The method of scalar functions increments allows to prove a number of new theorems of optimal controls existence without the constraints of the convex type. For example, the optimal controls exist for the problem

$$
\begin{aligned}
\frac{d x_{i}(t)}{d t} & =a_{i j}(t) x_{j}(t)+a_{i j}^{h}(t) x_{j}(t-h)+b_{i}(u(t), t), \\
x_{i}(t) & =\Phi_{i}(t), \quad t_{i}-h \leqslant t \leqslant t_{0}, \quad u \in U \\
J(u) & =\varphi_{1}\left(x\left(t_{1}\right)\right)+\int_{t_{i}}^{t_{i}}\left[f_{n+1}^{1}(x, y)+f_{n+1}^{2}(u, t)\right] d t \rightarrow \min _{u}
\end{aligned}
$$

if $\Psi_{1}(x), f_{n+1}^{1}(x, y)$ are concaverrespect to $\{x, y\}$, $U$ is compact, $y(t)=x(t-n)$.

For the systems with delay

$$
\begin{equation*}
\frac{d x}{d t}=f(x(t), x(t-h(x, u, t)), u(t), t) \tag{6}
\end{equation*}
$$

$x(t)=\Phi(t), t_{c} \in S_{0}, S_{c}$ is an initial set,
it is passible to extend Philippovis theorem.

## 3. Maximum Principle.

A new form of the maximum principle is proposed. This form is available for a large class of the control systems. Let the control system: be described by any one of the following equations
a) $\frac{d x_{i}}{d t}=f_{i}(x, u, t), \quad x_{i}\left(t_{c}\right)=x_{i c} ;$
b) $\frac{d x_{i}}{d t}=f_{i}(x(t), x(t-h), u(t), t), h=h(x, u, t)$,
$x_{i}(t)=\Phi_{i}(t), \quad t \in S_{0}, \quad S_{0}$ is an initial set;
c) $\frac{d x_{i}}{d t}=\int_{\alpha}^{\beta} \int_{\gamma}^{\sigma} f_{i}(x(t), x(t-\tau), u(t), u(t-\tau), t, \tau, \sigma) d \sigma d \tau$,

$$
x_{i}(t)=\Phi_{i}(t), \quad t_{0}-\beta \leqslant t \leqslant t_{c}, \quad v_{v}(t)=\Phi_{v}(t), \quad t_{0} \cdot s \leqslant t \leqslant t_{c} ;
$$

d) $\eta_{i,}^{N}(D, t) x_{j}(t)=f_{i}\left(x(t), \dot{x}(t),, x^{(k)}(t), u(t), t\right)$
$\tau_{i j}^{N}(D, t) \equiv a_{i j}^{0}(t) D^{N}+\cdots+a_{i j}^{N}(t), D=\frac{d}{d t} ;$
e)

$$
x_{i}(t)=\int_{t_{c}}^{t_{1}} f_{i}(x(\tau), u(\tau), \tau, t) d \tau
$$

We shall write these equations in the form

$$
X_{i}\left(x(\cdot), \dot{x}(\cdot), \ldots, x^{(l)}(\cdot), u(\cdot), t\right)=0,
$$

where $x_{i}$ denote fupctionals defined over functions

$$
x(\cdot)=\left\{x_{i}(t), t \in T\right\}, T=\left[t_{c}, t_{1}\right], u(\cdot)=\left\{u_{v}(t), t \in T\right\}
$$

and their derivations $\dot{x}(\cdot), \ldots: x^{(j)}(\cdot)$.

Consider the problem of minimizing of the functional

$$
J(u)=\int_{t_{c}}^{t_{s}} f_{n+1}(x(t), u(t), t) d t
$$

over controls $u(t)$ and trajectories $x(t), t \in T$. The controls are piecewise continuous functions, their values belong to a bounded set $U$ :

$$
\begin{equation*}
u(t) \in U, \quad t \in T \tag{7}
\end{equation*}
$$

Let as take the functional
$\pi\left(x, \psi_{1} u\right)=\int_{t_{0}}^{t_{1}} \psi_{i}(t) X_{i}\left(x(\cdot), \dot{x}(\cdot), \ldots, x^{(\varepsilon)}(\cdot), u(\cdot), t\right) d t-\int_{t_{0}}^{t_{i}} f_{n+1}(x, u, t) d t$,
where $\Psi_{i}(t)$ are same additional functions.
Theorem 4. For the optimal control $u^{\circ}(t)$ and the solutions $x^{i}(t), \psi^{v}(t)$ of the system

$$
\begin{equation*}
\frac{\delta \pi\left(x^{0}, \psi^{0}, u^{0}\right)}{\varepsilon \psi_{i}(t)}=0, \quad \frac{\delta \pi\left(x^{0}, \psi^{0}, u^{0}\right)}{\delta x_{i}(t)}=0 \tag{8}
\end{equation*}
$$

is carried out the maximum condition

$$
\begin{equation*}
\frac{\delta_{u *} \pi\left(x^{0}, \Psi^{0}, u^{0}\right)}{\delta u(t)} \leq 0, t \leq T, \quad u^{*} \in U . \tag{9}
\end{equation*}
$$

$\delta \pi$
Here $\overline{\delta x_{i}(t)}$ is variational derivation af the function $\pi$ with respect to the functions $x_{1}(t), t \in T ; \frac{\delta_{u^{*}} \sqrt{i}}{\delta u(t)}$ is variational derivation of the second type which is defined by the needle variations of the control $u(t)$ :

$$
\begin{aligned}
& J\left(u+\Delta^{*} u\right)-J(u)= \\
& \Delta^{*} u= \begin{cases}u^{*}-u(t), & t \in[\theta, \theta+\varepsilon) \\
0, & t \&[\theta, \theta+\varepsilon)\end{cases}
\end{aligned}
$$

In general $x^{c}(t), \psi^{c}(t)$ are defined by the equations (8) only for $\left(t_{0}, t_{I}\right)$. A boundary conditions must be added, except for the integral form e).

If there are linear differential operators $(x)$ then it is more convenient to rewrite ( 8 ) in the form:
$\tau_{i j}^{N_{j}^{\prime}}(2, t) x_{j}(t)=X_{i}^{\prime}\left(x(\cdot), \dot{x}(\cdot), \ldots, x^{(e)}(\cdot), u(\cdot), t\right)$,
Then the necessary optimality conditions take the form

$$
\begin{aligned}
& r_{i j}^{N^{\prime}}(D, t) x_{j}^{0}(t)=\frac{\delta \pi^{\prime}\left(x^{0}, \psi^{0}, u^{0}\right)}{\delta \psi_{i}(t)}, \\
& r_{i j}^{* N}(D, t) \psi_{j}^{*}(t)=\frac{\delta \pi^{\prime}\left(x^{0}, \psi^{*} ; u^{0}\right)}{\delta x_{i}(t)}, \\
& \frac{\delta_{u^{*}} \pi^{\prime}\left(x^{0}, \psi^{0}, u^{c}\right)}{\delta u(t)} \leq 0, . t \in T, \quad u^{*} \in U .
\end{aligned}
$$

Here $\pi^{\prime}(x, \psi, u)=\int_{t_{c}}^{t_{1}} \psi_{i}(t) X_{i}^{i}\left(x(\cdot), \dot{x}(\cdot), \ldots, x^{(\varepsilon)}(\cdot), u(0, t) d t-\int_{t_{c}}^{t_{i}} f_{n+1}(x(t), u(t), t) d t\right.$
and

$$
\tau_{i j}^{* N}(2, t) \psi_{j}(t) \equiv \sum_{m=0}^{N}(-1)^{m} \frac{d^{m}}{d t^{m}}\left[a_{i j}^{N-m}(t) \psi_{j}(t)\right]
$$

are the adjoint differential operators.
The necessary optimality conditions in the form (8), (9) can be extended to optimisation problems for equations in partial derivations. For example consider the functional to be minimized

$$
J(u)=\iint_{R} f_{c}(x(s, t), u(s, t), s, t) d t d s
$$

for the equation

$$
\frac{\partial^{2} x_{i}(t, s)}{\partial t i s}=f_{i}\left(x(t, s), \frac{\partial x(t, s)}{\partial t}, \frac{\partial x(t, s)}{i s}, u(t, s), t, s\right)
$$

Then $t$ must be replaced by $t, s$ in the results above.

## 4. Maximum Principle for Extremals

The problem of optimisation of

$$
\begin{equation*}
J(u)=c_{i} x_{i}\left(t_{1}\right), \quad x_{i}\left(t_{0}\right)=0 \tag{IO}
\end{equation*}
$$

for the system (I), (7) by the maximum principle is reduced to the finding extremals that $\frac{\text { to }}{i 8}$ the finding functions $u(t)$ under conditions

$$
\begin{align*}
H(x(t), \psi(t), u(t), t) & =\sup _{u \in U} H(x(t), \psi(t), u, t)  \tag{II}\\
H(x, \psi, u, t) & =\psi_{i} f_{i}(x, u, t) \\
\dot{x}_{i}=\frac{\partial H}{\partial \psi_{i}}, x_{i}\left(t_{c}\right) & =0 ; \dot{\psi}_{i}=-\frac{\partial H}{\partial x_{i}}, \psi_{i}\left(t_{i}\right)=-c_{i} \tag{I2}
\end{align*}
$$

It is very difficult to find the optimal control when the number of extremals is infinite. Such a situation may arise even for simple problems.

Example 2.Given a system

$$
\begin{aligned}
& \dot{x}_{1}=u, x_{1}(0)=0 \quad U=\{u:|u| \leqslant 1\} ; \quad T=[0,1] ; \\
& \dot{x}_{2}=-x_{1}^{2}, x_{2}(0)=0 ; \\
& Y(u)=x_{2}\left(t_{1}\right) \rightarrow \min .
\end{aligned}
$$

An extremal of the problem is

$$
u^{p}(t)=\operatorname{sign} \cos \frac{(2 p+1) \pi}{2} t, \quad c \leqslant t \leq 1, \quad p=0,1, \ldots
$$

Denote by $H^{*}(t)$ the function $H\left(x^{*}(t), \dot{\psi}^{*}(t), u^{*}(t), t+\right.$ for extremal control $u^{*}(t)$ and corresponding trajectories $x^{*}(t), \dot{\psi}^{*}(t)$ dne to the equation (I2). Now we can formulate the necessary conditions of optimality.

Theorem 5. The optimal control $u^{0}(t)$ for processes with a short duration $\tau=t_{1}-t$, is such that

$$
\begin{equation*}
H^{c}\left(t_{1}\right)=\max _{u^{*} \in U} H^{*}\left(t_{1}\right) . \tag{I3}
\end{equation*}
$$

The function $H^{*}(t)$ is constant along extremals for stationary systems therefore the condition (I3) can be verified at any $t, t \in T$ for such systems. It is easkly to see that the cont-
rol $u^{p}(t), p \geqslant 1$, are not optimal ( see ex. 2).
The conditions (II),(IJ) are aiso sufficient for optimality if the system (If and functional (IO) have the form

$$
\dot{x}_{1}=f_{1}(u),
$$

$$
\dot{x}_{n-1}=f_{n-1}(u),
$$

$$
\dot{x}_{n}=f_{n}\left(x_{1}, \ldots, x_{n-1}, k\right), \quad x_{i}(0)=0,
$$

$f_{n}\left(\lambda x_{1}, \ldots, \lambda x_{n-1}, u\right)=\lambda^{m} f\left(x_{1}, \ldots, x_{n-1}, u\right) ; y(u)=x_{n}\left(t_{1}\right), m>-1$ Consequently in the example 2 the control $u \equiv I$ is optimal.

## 5. The Singular Controls

Up to now the necessary conditions of the singular controls optimality hasebeen found either for some special cases or in the assumption that the set $U$ is open. The increments nethod allows to find the necessary conditions of the singular controls optimality for general problem of the miniaization of (5) for the system (I) with $f=f(x, u, t)$.

Definition 4. The control $u(t), t \in T$ is called the singular control of the first ofder,if
$H(x(t), \psi(t), u, t)-H(x(t), \gamma(t), u(t), t) \equiv c, t \in T, u \in U$,
that is the function $H$ independs on $u_{v}, u \in U$ elong $u(t)$, $t \in T$ and functions $x(t), Y(t)$ due to (I) and

$$
\begin{equation*}
\dot{\psi}_{i}(t)=-\frac{\partial f_{j}(x(t), u(t), t)}{\partial x_{i}} \psi_{j}(t), \psi_{i}\left(t_{1}\right)=-\frac{\partial \psi\left(x\left(t_{1}\right)\right)}{\partial x_{i}} \tag{4}
\end{equation*}
$$

Theorem 6. For the optimal singular control of the first order is satisfated the unequality $\left[\psi_{i j}^{0}(t)+\psi_{j c}^{c}(t)\right] \Delta_{u^{*}} f_{i}\left(x^{c}(t), u^{c}(t), t\right) \Delta_{l^{*}} f_{j}\left(x^{c}(t), u^{c}(t), t\right)+$ $+\psi_{i}^{0}(t) \frac{\partial \Delta_{u} f_{j i}\left(x^{c}(t), u^{c}(t), t\right)}{\partial)_{j}} \Delta_{u^{*}} f_{j}\left(u^{i}(t), u^{0}(t), t\right) \leqslant 0$
Sor all $t \in T, u^{*} \in U$.

Here $x^{c}(t)$ is optimal trajectory, $\psi_{i}^{\prime}(t)$ are the solutions of the system (I4), $\psi_{i j}(t)$ are the solutions of the equations $\dot{\psi}_{i j}^{0}=-\frac{i f_{j_{1}}\left(x^{c}(t), u^{c}(t), t\right)}{i x_{i}} \psi_{j j_{j}}^{0}(t)-\frac{\partial f_{i 1}\left(x^{c}(t), u^{c}(t), t\right)}{\partial x_{j}} \psi_{i j_{1}}^{0}(t)$ $-\frac{1}{2} \frac{\partial^{2} f_{j 1}\left(x^{c}(t), u^{c}(t), t\right)}{\partial x_{i} \partial x_{j}} \psi_{j_{1}}^{c}(t) ; \quad \psi_{i j}^{c}\left(t_{1}\right)=-\frac{1}{2} \frac{\partial^{2} \psi_{1}\left(x^{c}\left(t_{1}\right)\right)}{i x_{i} \partial x_{j}}$
The same method may be applied for a study of the singular control of the second order for which left hand part of (15) is vanish at any $t, t \in T, u^{*} \in U$.

## 6. The optimization problem with parameters

Given sets $V$ and $W$ in p-dimensinal and q-dimensional vector spaces respectively. It is required to find such parameters $U, 6$ that

$$
\begin{equation*}
T\left(v^{0}, w^{c}\right)=\min _{v \in V, w \in W} J(v, w) \tag{IV}
\end{equation*}
$$

where $\mathcal{F}\left(v, w^{-}\right)=c_{i} x_{i}\left(t_{i}\right)$ is the function defined the system

$$
\begin{equation*}
\frac{d x_{i}}{d t}=f_{i}\left(x_{i}, v\right), t \in T=\left[t_{0}, t_{1}\right], v \in V \tag{IT}
\end{equation*}
$$

with initial conditions

$$
\begin{equation*}
x_{i}\left(t_{v}\right)=g_{i}(w), w \in W . \tag{IB}
\end{equation*}
$$

Denote by $\sigma(z, Z)$ the star neighborhood of the point $z$ with respect to the set $Z: y \in J(z, Z)$ if there exists a sequence of numbers $\varepsilon_{i}, i=1,2, \ldots, \varepsilon_{1}=1, \varepsilon_{i} \rightarrow 0, i \rightarrow \infty$ such that $\left(1-\varepsilon_{i}\right) z+\varepsilon_{i} y \in Z \quad$ for all $i \geqslant I$. Introduce functions

$$
H(x, \psi, v)=\psi_{i} f_{i}(x, v), h\left(\psi_{1} w\right)=\psi_{i} g_{i}(w)
$$

Denote by $x^{c}(t)$ and $\psi^{c}(t), t \in T$ the solutions of the system (I7) and the adjoint system

$$
\frac{d \psi_{i}}{d t}=-\frac{\partial H(x(t), \psi(t), v)}{\partial x_{i}}, \quad \psi_{i}\left(t_{1}\right)=-c_{i}
$$

which correspond to optimal parameters $\mathrm{v}^{0}, w^{0}$.
Denote by $f(x, V)$ the set

$$
\{z: z=f(x, v), v \in V\},
$$

Theorem 7. The following assertions hold for the problem (IV) - (IB):
I. a) $H\left(x^{c}(t), \psi^{c}(t), v^{c}\right) \geqslant \frac{1}{t_{1}-t_{c}} \int_{t_{0}}^{t_{1}} H\left(x^{c}(t), \psi^{c}(t), v\right) d t$ for all $v$ such that $f\left(x^{c}(t), v\right) \in \sigma\left(f\left(x^{c}(t), v^{c}\right), f\left(x^{c}(t), v\right)\right), t \in T$;

## b) $h\left(\psi^{c}\left(t_{i}\right), w^{c}\right) \geqslant h\left(\psi^{c}\left(t_{i}\right), w^{c}\right)$ for all such that

 $g(w) \in \sigma\left(g\left(w^{\circ}\right), g(w)\right)$.2. The maximum principle.. If for each $x$ sets $f(x, V), g(W)$ are convex then
a) $H\left(x^{c}(t), \psi^{c}(t), v^{c}\right)=\max _{v \in V} \frac{1}{t_{1}-t_{0}} \int_{t_{0}}^{t_{1}} H\left(x^{0}(t), \psi(t), v\right) d t^{(19)}$
b) $h\left(\psi^{v}\left(t_{0}\right), w^{c}\right)=\max _{w \in W} h\left(\psi^{c}\left(t_{c}\right), w^{*}\right)$,
3. If functions $f_{i}(x, v), g_{i}\left(w^{-}\right)$are differentiable with respect to $v, w$ than
a) $\int_{t_{c}}^{t_{1}} \frac{\tau \mu\left(x^{c}(t), \psi^{c}(t), v^{-i}\right)}{2 v_{\alpha}} d t v_{\alpha} \geqslant \int_{t_{0}}^{t_{1}} \frac{\partial k\left(x^{c}(t), \psi^{c}(t), v^{c}\right)}{\partial v_{\alpha}} d t v_{\alpha}$
for all $v \in \tau(\imath, v)$
b) $\frac{\operatorname{ch}\left(\psi^{0}\left(t_{c}\right), w^{c}\right)}{\partial w_{\beta}} w_{\beta}^{c} \geq \frac{i h\left(\psi^{0}\left(t_{0}\right), w^{-c}\right)}{\tau w_{i}^{3}} w_{\beta}$
for all $w \in \sigma(w ; w)$

Here $\alpha=1, \ldots, p ; \quad \beta=1, \ldots, q$
4. If functions $f_{i}(x, v), g_{i}\left(\omega^{\prime}\right)$ are differentiable with respect to $V, W$, and sets $V, W$ are convex then
a) $\int_{t_{0}}^{t_{1}} \frac{\partial \mu\left(x^{c}(t), \psi^{c}(t), v^{0}\right)}{\partial v_{\alpha}} d t_{v_{\alpha}}=\max _{v \in V} \int_{t_{0}}^{t_{1}} \frac{2 H\left(x^{0}(t), \psi^{c}(t), t\right)}{\partial v_{x}} d t v_{\alpha}$ (II)
b) $\frac{\partial h\left(\psi^{c}\left(t_{0}\right), w^{0}\right)}{\partial w_{\beta}} w_{\beta}^{c}=\max _{w^{c} \in W} \frac{\partial h\left(\psi^{c}\left(t_{v}\right), w^{-0}\right)}{\partial w_{\beta}} w_{\beta}$
5. If in 4. we add that the functions $H(x, \psi, v), h(\psi, w)$ are concave with respect to $v, w$ then for $v, w$ are carried out (I9), (20).

For example the conditions of the latter assertion hold for the system (IT) where functions $f_{i}(x, v)$ independ on $x_{n}$, fundtions $f_{1}(x, v), \ldots, f_{n-1}(x, v), g_{1}(w), \ldots, g_{n-1}(w)$ are linear with respect to $v$, functions $f_{n}(x, v), g_{n}(w)$ are convex with respect to $v$, and $C_{1}=\ldots=C_{n-1}=0, \quad C_{n}=1$.
6. If functions $f_{i}(x, v), g_{i}(w)$ are differentiable with respect to $v, w$ and sets $V, W$ are open then
a) $\int_{t_{c}}^{t_{1}} \frac{\partial \mu\left(x^{c}(t), \psi^{c}(t), v^{0}\right)}{\partial v_{\alpha}} d t=0$
b) $\frac{\operatorname{ch}\left(\psi^{\circ}\left(t_{0}\right), w^{0}\right)}{\partial w_{\beta}}=0$
7. If functions $f_{i}(x, v), g_{i}(v)$ are differentiable with respect to $v$, $w$ then gradients of the function $J(v, w)$ at the point $v^{1}, w^{1}$ are equal
a) $\frac{\partial J\left(v^{1}, w^{1}\right)}{\partial v_{x}}=-\int_{t_{i}}^{t_{1}} \frac{\partial \mu\left(x^{1}(t), \psi^{1}(t), v^{1}\right)}{\partial v_{\alpha}} d t$
b) $\frac{\partial J\left(r^{1}, w^{-1}\right)}{\partial w_{\beta}^{r}}=-\frac{\partial h\left(\psi^{1}\left(t_{0}\right), w^{1}\right)}{\partial w_{\beta}}$
where $x^{i}(t), \psi^{i}(t)$ are the solutions of the system (I7) and the adjoint system for $\mathrm{v}^{1}, \mathrm{~m}^{1}$.
8. If $f_{i}(x, v)=a_{i j} x_{j}+b_{i}(v)$ then conditions (I9), (20) are the necessery and sufficient for the optimality wf $v$, w.
9. The $\varepsilon_{\text {-maximum }}$ principle;

$$
\begin{align*}
& \text { a) } H\left(x^{c}(t), \psi^{c}(t), v^{0}\right) \geq \frac{1}{t_{1}-t_{6}} \int_{t_{0}}^{t_{1}} H\left(x^{c}(t), \psi^{c}(t), v\right) d t-\varepsilon_{1},  \tag{25}\\
& \varepsilon_{1} \geqslant 0,
\end{align*}
$$

for all $v \in V$

$$
\begin{equation*}
\text { b) } h\left(\psi^{c}\left(t_{0}\right), w^{c}\right) \geqslant h\left(\psi^{c}\left(t_{v}\right), w^{r}\right)-\varepsilon_{2}, \varepsilon_{2} \geqslant 0 \text {, } \tag{26}
\end{equation*}
$$

## for all $w \in W$.

If sets $V, W$ are bounded then for any $\varepsilon_{1}>C, \varepsilon_{2}>0$ there exists a number $\tau$ snch that the conditions (25),(26) hold for (26) -(I8).

## Consider

Exemple 3.

$$
\begin{aligned}
\dot{x}_{1} & =v_{1}, \quad x_{1}(c)=w_{1}, \quad u \leq t \leq \tau, \quad c_{1}=c_{2}=0, c_{3}=1 \\
\dot{i}_{2} & =v_{2}, \quad x_{2}(0)=w_{2} \\
\dot{x}_{3} & =x_{1}^{2}+x_{2}^{2}, x_{3}(0)=0 \\
V=w_{r}^{r} & =\left\{u_{1}, u_{2}:\left(u_{1}-1\right)^{2}+\left(u_{2}+1\right)^{2} \geq 8,\left(u_{1}-2\right)^{2}+\left(u_{2}+2\right)^{2} \leq 18\right.
\end{aligned}
$$

$$
\text { First let be } w_{1}=w_{2}=0 \text {. We have } x_{1}(t)=v_{1}(t), x_{2}(t)=v_{2} t \text {, }
$$

$$
x_{1}(\xi)=\left(v_{1}^{2}+v_{2}^{2}\right) \frac{\tau^{3}}{2} . \quad \text { Consequently, } v_{1}^{0}=-1, v_{2}^{0}=1 \text {. Then }
$$

$$
H(x, \psi, v)=\psi_{1} v_{1}+\psi_{2} v_{2}+\psi_{3}\left(x_{1}^{2}+x_{2}^{2}\right), \dot{\psi}_{1}=-2 x_{1} \psi_{3}, \dot{\psi}_{2}=-2 x_{2} \psi_{3}
$$

$$
\dot{\psi}_{3}=i ; \quad \psi_{1}(\tau)=\psi_{2}(\tau)=0, \quad \psi_{3}(\tau)=-1 ; x_{1}^{c}(t)=-t, x_{2}^{c}(t)=t
$$

$$
\psi_{3}^{c}(t)=-1, \psi_{1}^{c}(t)=\tau^{2}-t^{2}, \psi_{2}^{c}(t)=t^{2}-\tau^{2}, \int_{0}^{t} H\left(x^{c}(t), \psi^{c}(t), v\right) d t=\frac{2}{3} \tau^{3}\left(v_{1}-v_{2}\right)-\frac{2 \tau^{3}}{3} .
$$

$$
\text { For the latter function the point } v_{1}=-1, v_{2}=1 \text { is the point of }
$$ the absolute minimum in V. Consecuently, the condition (I9) is not valid for this example. Properties (2I), (22) are not valid

Now put $v_{1}=v_{2}=0$. We have $x_{1}(t)=w_{1}, x_{2}(t)=w_{2}, x_{3}(\tau)=\tau\left(w_{1}^{2}+w_{2}^{2}\right)$, and $w_{1}^{0}=-1, \quad w_{2}^{0}=+1$.

The necessary conditions of optimality:

$$
\begin{aligned}
& h\left(\psi_{1} w\right)=\psi_{1} v_{1}+\psi_{2} v_{2}, \\
& \dot{\psi}_{1}=-2 x_{1} \psi_{3}, \quad \dot{\psi}_{2}=-2 x_{2} \psi_{3}, \psi_{3}=0, \psi_{1}(\tau)=\psi_{2}(\tau)=0, \quad \psi_{3}(\tau)=-1, \\
& x_{1}^{c}(t)=-1, \quad x_{2}^{c}(t)=1, \quad \psi_{3}^{0}(t)=-1, \\
& \psi_{1}^{0}(t)=2(\tau-t), \quad \psi_{2}^{c}(t)=2(t-\tau), \quad h\left(\psi^{0}(0), w\right)=2 \tau\left(w_{1}-w_{2}^{c}\right) .
\end{aligned}
$$

The latter function does not satisfy properties (20t, (22), (24).
Since properties (I9), ( 20$\rangle$ ara not valid for any $\tau>0$ we can conclude that the statment 9 in general can not be improved.
7. The optimization of the discrete systems

The general theory of this questinn is very complicated. The following example shows that some forms of the necessary conditions of the optimality are not correct.

Example 4. The equations of the plant; $x(t+1)=u(t)$, $y(t+1)=v(t), \quad z(t+1)=z(t)+x^{2}(t)+y^{2}(t), 0 \leq t \leq 2, \quad x(0)=y(0)=z(0)=0$;
control $\{u, v\} \in U, \quad$ where $u$ is the set: $U=\left\{u, v:(u-2)^{2}+(v+2)^{2} \leq 18\right.$, It is recuired to minimize the functional $J(u, v)=Z(2)$.

It can be seen that for the optimal control at $t=0$ the function $H(x, y, u, t)$ does not have the stationary value and the local maximum.

The usaal forms of the necessary conditions of the optimality have a serious disadvantage. Namely, these forms do not transfer to the maximum principle. when the discrete systeme is going to its continuous analogy.

Forthe discrete systems is valid the following result
without this drawback.

Theory 8. If $U^{c}(t)$ is the optimal control for the system

$$
x_{i}(t+h)=x_{i}\left(t i+h f_{i}(x, u, t), x_{i}\left(t_{0}\right)=x_{i 0}, t \in T_{h}=\left[t_{i}, t^{\prime} 1 h\right]\right.
$$

and the functional

$$
I_{h}(u)=\varphi\left(x\left(t_{1 h}\right)\right), u(t) \in U
$$

where $U$ is bounded set, then for each $\varepsilon>C$ there exists $h=h(\varepsilon)>0$ such that the condition of the $\varepsilon$-maximum holds:

$$
H(x(t), \psi(t), u(t), t) \geqslant H(x(t), \psi(t), u, t)-\varepsilon
$$

for all $u \in U, t \in T_{h}$. Here

$$
\begin{aligned}
H(x, \psi, u, t) & =\psi_{i} x_{i}+\psi_{i} h f_{i}(x, u, t) \\
\Psi_{i}(t-h) & =h \frac{\partial f_{j}(x(t), u(t), t)}{\partial x_{i}} \psi_{j}(t)+\psi_{i}(t), \psi_{i}\left(t_{1 h}-h\right)= \\
& =-\frac{\partial \varphi\left(x\left(t_{1} h\right)\right)}{\partial x_{i}}
\end{aligned}
$$

In general this theorem can not be improved.
Example 5.

$$
\begin{aligned}
& x_{1}(t+h)=x_{1}(t)+h u(t), \\
& x_{2}(t+h)=x_{2}(t)+h\left[x_{1}^{2}(t)-u^{2}(t)\right], \\
& x_{1}(v)=x_{2}(c)=c,|u| \leq 1, \psi\left(x_{1}, x_{2}\right)=x_{2}, t_{0}=0, t_{1} h=2 .
\end{aligned}
$$

Here the optimal control does not satisfy to discrete analogy of the maximum principle for any $h>0$.
8. The optimal processes with a number players.

Theorems of the optimal controls existence, the necessary and sufficient conditions of the optimality are derived using the methods presented above $\{5]$.
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## ONTHEMUITISTAGE GAMES <br> A.I.Propoy <br> Institute of automatics and telemechanics U S S R

I. In the present paper there are given some results of the theory of multistage games ( in which the behavior of players is described by difference equations).
The different statements of games and correlations between them are considered. The necessary optimality conditions for deter mining of the low and upper costs of the game quality are given.
The particular case of existing a saddle-point is considered. These results are also formulated for differential games (in which the behavior of players is described by differential equations).
2. Let the behavior of players is described by the following differerence equation

$$
\begin{equation*}
x_{k+1}=f\left(x_{k}, x_{k}, v_{k}\right) \quad(k=0,1, \ldots, N-1) \text {, } \tag{2.I}
\end{equation*}
$$

where vector $x_{k}=\left\{x_{k}^{1}, \ldots, x_{k}^{n}\right\}$ defines the state of the game, and vectors $u_{k}=\left\{u_{k}^{1}, \ldots, u_{k}^{2}\right\}, v_{k}=\left\{v_{k}^{1}, \ldots, v_{k}^{s}\right\}$ define the control variables of players I and II resp. The player I can choose the values $u_{k}$ from th fixed set $U$ :

$$
\begin{equation*}
u_{k} \in U \quad(k=0,1, \ldots, N-1), \tag{2.2}
\end{equation*}
$$

and the player IT - $v_{\kappa}$ - from the set $V$ :

$$
\begin{equation*}
v_{k} \in V \quad(k=0,1, \ldots, N-1) \tag{2.3}
\end{equation*}
$$

The number of stages $N$ is supposed to be fixed. The game quality (perfomance index) is following

$$
\begin{equation*}
y=P\left(x_{N}\right)+\sum_{k=0}^{N-1} f_{0}\left(x_{k}, x_{k}, v_{k}\right) \tag{2.4}
\end{equation*}
$$

and the player I tries to maximize the value of (2.4), but the player II . to minimize it.
Further we shall supposed that the sets $U$ and $V$ are closed and bounded, the functions $P(x), f_{j}(x, x, v)(j=0,1, \ldots, m)$ are assumed to be continuously differentiable on $E_{n} \times U \times V$.
We shall call sequances $u=\left\{u_{0}, u_{1}, \ldots, u_{N-r}\right\}, v=\left\{v_{0}, v_{1}, \ldots, v_{N-1}\right\}$, $x=\left\{x_{0}, x_{1}, \ldots, x_{N}\right\}$
the control of player I, II and the game trajectory, respectively. (This type of control is often called "the open loop control"). Obviously, $I=I\left(x_{0}, u, v\right)$.

Besides, we shall introduce sequances of functions $u(k, x)=\left\{u_{0}\left(x_{0}\right), \ldots\right.$ $\left.u_{N-1}\left(x_{N-1}\right\}\right\}_{2} v^{k} x_{j}=\left\{v_{0 c}\left(v_{0}\right), \ldots, v_{N-1}\left(x_{N-1}\right)\right\}$, which we shall call the synthesis of the plager I and II respectively (the closed loop control). These sequances also define the process: $I=Y\left(x_{0}, x(K, x), v(k, x)\right)$, In connection with the information of each players about the course of the rame we shall consider the following problems.
Probleri I, Let's suppose that the player II may learn all the control $u$ of the player I beforehand (as a function of time). In this situation the player I does his best if he chooses the control $u$ to obtain

$$
\max _{u} \min _{v} J\left(x_{0}, u, v\right)=w_{1}\left(x_{0}\right) .
$$

Choosing his control in sach a way the player I guarantees himself the value of $J \geqslant \omega_{1}$,
whatever control $v$ the player II would choose. $\omega_{f}^{-}\left(x_{0}\right)$ is the Iow cost of the game quality for player I in open loop control (i.e. when the information about the current state of the game is not available for the plaver I).
Similary we define the upper cost of the game quality:

$$
\min _{v} \max _{u} I\left(x_{0}, u, v\right)=w_{1}^{+}\left(x_{0}\right)
$$

Problem 2. Let's suppose that the player II do not know anything beforehand but he may learn the current values of state $x_{k}$ and control variables $\boldsymbol{u}_{\boldsymbol{k}}$ of his opponent. In this situation it may be proved by induction that the player I must choose his control to yield

$$
\begin{equation*}
\max _{u_{0}} \min _{v_{0}} \ldots \max _{u_{N-1}} \min _{v_{N-1}} \tilde{J}\left(x_{0}, u, v\right)=\omega_{2}^{-}\left(x_{0}\right) \tag{2.5}
\end{equation*}
$$

If on the contrary the player I may learn the current values $v_{k}$ of the player II control varlables than he chooses his control to obtain

$$
\begin{equation*}
\min _{v_{0}} \max _{u_{0}} \ldots \min _{v_{N-1}} \max _{x_{N-1}} I\left(x_{0}, u, v\right)=\omega_{2}^{+}\left(x_{0}\right) \tag{2.7}
\end{equation*}
$$

Problem 3. Now let's suppose that the player II'may learn all the synthesis of the player I beforehand, that is he knows the rules by which the player I chooses his control variables $u_{k}$ in dependance on the current same state $X_{k}$ and probably on the number $k$ of current stage.
In this case the plaver I must choose his synthesis to yield

$$
\begin{equation*}
\max _{k(k, x)} \min _{v(k, x)} J\left(x_{0}, u(k, x), v(k, x)\right)=\omega_{3}^{-}\left(x_{0}\right) \tag{2.8}
\end{equation*}
$$

$\omega_{3}^{-}\left(x_{0}\right)$ is the low cost for the player I in closed loop control (i.e. when the current information about the state of the game is availab-

Ie for the player I).
3. Now we shall establish the correlations between the problems I-3. For this purpose we make use of following results in the theory of static games (see, for example, I):

$$
\begin{align*}
& \max _{u(k)} \min _{\operatorname{mix}} \varphi(x, x, v) \leq \min _{v(x)} \max _{u(v, x,} \varphi(x, u, v)  \tag{3.I}\\
& \max _{k(x)} \operatorname{mix}_{v(u, x)} \varphi(x, u, v)=\min _{v(u, x)} \max _{u(x)} \varphi(x, x, v) \tag{3.2}
\end{align*}
$$

The inequality (3.1) means that the gain of the player I when bis choice is known for the player II cannot be less his gain when vice versa the player I may learn the choice of player II. The equality (3.2) means that operators max and min are commutative when the information of each players about the game do not change. Using the connections (3.1),(3.2) to problems I-3 we may prove the following.
Theorem 3.1. For any initial state $x_{o}$ the following results are true

$$
\begin{align*}
& \omega_{1}^{-}\left(x_{0}\right) \leqslant \omega_{3}^{-}\left(x_{0}\right) \leqslant \omega_{3}^{+}\left(x_{0}\right) \leqslant \omega_{1}^{+}\left(x_{0}\right)  \tag{3.3}\\
& \omega_{3}^{-}\left(x_{0}\right)=\omega_{2}^{-}\left(x_{0}\right), \quad \omega_{3}^{+}\left(x_{0}\right)=\omega_{2}^{+}\left(x_{0}\right) \tag{3.4}
\end{align*}
$$

The equalities (3.4) show that the problems 2 and 3 are only the different statements of the same problem. Therefore there is need to distinquish two main games in the theory of dynamic games. In the first game which we shall denote by $C_{1}\left(x_{0}, u, v\right)$ the player I choooses control beforehand and does not use in any way (or does not have) the current information about the game course; it is a static game in essence.
In the second game $\Gamma_{2}\left(x_{0}, u(k, x), v(k, x)\right)$ the players already define their behavior in connection with the course of the game. The resuits (3.4) show that the player I for example is able to increase the quality of his control using the closed loop control.
From the theorem 3 .I we may easy to obtain.
Theorem 3.2. If the game $\Gamma_{1}\left(x_{0}, u, v\right)$ has the saddle-point, i.e.
$\max _{u} \min _{v} J=\min _{v} \max _{u} J$,
then the same $\int_{2}\left(x_{0}, u\left(K_{x}\right), v(k, x)\right)$ has the saddle-point too,i.e.
$\max _{u(k, x)} \min _{v(k, x)} I=\min _{v(k, x)} \max _{u(k, x)} \mathcal{J}$.
The inverse is not true in general.
This theorem shows that the open loop control is equivalent to the closed loop control only when the game $\Gamma_{1}$ has a saddle-point

This situation is probably not frequent in real dynamic games.
The more likely when $\omega_{3}^{-}$is considerably larger than $\omega_{1}$; naturally in these games the closed loop control is compulsory. For more detailed analysis of these questions see paper ${ }^{2}$.
4. Before formulating optimality conditions for problems I-3 we define some notions.
Consider the problem of finding
$\max _{u} \operatorname{mix}_{v i} \varphi(u, v)$,
where $u \in \mathcal{U}$ and $v \in V$ are compacts, and $\varphi(u, v)$ is contrnuously differentiable function on $U \times V$.
It was proved in ${ }^{3-5}$ that the function $P(u)=\min _{v \in v} \varphi(u, v)$
is only continuous but differentiable in any direction $\delta u$
and

$$
\begin{equation*}
\delta \varphi(\bar{u})=\min _{v \in V(\bar{u})}\left[\frac{\partial \varphi(\bar{u}, v)}{\partial u}\right]^{T} \delta u, \tag{4.2}
\end{equation*}
$$

where $V(\bar{x})$ is the set of optimal responses $v$ for $\bar{u} \in U$ :

$$
V(\bar{u})=\left\{v / \varphi(\bar{u}, v)=\min _{v \in v} \varphi(\bar{u}, v)\right\} .
$$

Besides, we define an adjoint system

$$
p_{k}=\frac{\partial f_{0}\left(x_{k}, x_{k}, v_{k}\right)}{\partial x_{k}}+\left[\frac{\partial f\left(x_{k}, x_{k}, v_{k}\right)}{\partial x_{k}}\right]^{\top} p_{k+1}(k=N-1, \ldots, 2,1) \text { (4.3) }
$$

with boudary condition

$$
p_{N}=\frac{\partial \varphi\left(x_{N}\right)}{\partial x_{N}},
$$

where vectors $p_{k}=\left\{p_{k}^{7}, \ldots, p_{k}^{n}\right\}_{;} \frac{\partial f}{\partial x}=\left[\frac{\partial f^{i}}{\partial x^{j}}\right]_{i j} ; \frac{\partial \Phi}{\partial x}=\left[\frac{\partial \varphi}{\partial x_{j}^{j}}\right]_{j} ; \frac{\partial f_{0}}{\partial x}=\left[\frac{\partial f_{0}}{\partial x_{j}}\right]_{j}$ $(i, j=1, \ldots, n)$.
Define also the Hamilton function

$$
\begin{equation*}
H\left(p_{k+1}, x_{k}, u_{k}, v_{k}\right)=f_{0}\left(x_{k}, u_{k}, v_{k}\right)+p_{k+1}^{T} f\left(x_{k}, x_{k}, v_{k}\right) \tag{4.5}
\end{equation*}
$$

and denote by $\delta_{k} H$ and $\delta_{\gamma} H$ the feasible differentials of this function

$$
\delta_{u} H=\left[\frac{\partial H}{\partial u}\right]^{T} \delta u ; \quad \delta_{v} H=\left[\frac{\partial H}{\partial v}\right]^{\top} \delta v,
$$

where $\delta u \in K(u), \delta v \in K(v)$, and $K(u), K(v)$
are the cones of feasible variations at the points $u \in U$ and $v \in \mathcal{V}, 7$ 5. Now we can formulate the optimality conditions for the problems. Using the notions of p. 4 and the usual reasonings in the theory of optimal discrete control (see for example ${ }^{7}$ ) we can prove the fol lowing.
Theorem 5.I. Let $\Omega_{v}\left(u^{*}\right)$ is the set of optimal solutions $v^{*}$ of the problem

$$
\begin{equation*}
\left\{\min _{v} \mathcal{I}, x_{k+1}=f\left(x_{k}, u_{k}^{*}, v_{k}\right), v_{k} \in V \quad(k=0,1, \ldots, N-1)\right\} . \tag{5.I}
\end{equation*}
$$

Then the following inequalities

$$
\begin{equation*}
\min _{\left.\in \mathcal{R}_{v}(u e)\right)} \delta_{k} H\left(p_{k+1}, x_{k}, x_{k}^{*}, v_{k}\right) \leqslant 0, \quad \delta u_{k} \in K\left(u_{k}^{*}\right) \tag{5.2}
\end{equation*}
$$

are hold for the optimal control of the player $I$, where the optimal values $\left\{p_{\kappa}, x_{k}\right\}$ are found from (2.I), (4.3) and (4.4) for $v \in S_{v}\left(\mathcal{L}^{*}\right)$. We consider some particular cases now. Only for simplicity of designations we shall assume that $f(x, x, v) \equiv 0$, i.e. $\eta=P\left(x_{N}\right)$. Theoren 5.2 . Let's the set $R^{x}(x, v)=\{z / z=f(x, u, v), u \in U\}=f(x, U, v)$
is convex ior all $x$ and $v \in V$.
Then the equality
$\max _{u_{k} \in \mathbb{k}} \min _{v \in \mathcal{R}_{k}(\mu)}\left[H\left(p_{k+1}, x_{k}, u_{k}, v_{k}\right)-H\left(p_{k+1}, x_{k}, u_{k}^{*}, v_{k}\right)\right]=0$
is true for the optimal process.
The justice of this theorem is followed from the inequality (5.2) and the convexity of the set $R_{1}^{T}(x, v)$.
(Compare ${ }^{4,7}$ ).
Theorem 5.3. Let the solution of the problem (5.1) is unique. Then the following inequalities

$$
\begin{align*}
& \delta_{k} H\left(p_{k+1}^{*}, x_{k}^{*}, u_{k}^{*}, v_{k}^{*}\right) \leqslant 0  \tag{5.4}\\
& \delta_{v} H\left(p_{k+1}^{*}, x_{k}^{*}, u_{k}^{*}, v_{k}^{*}\right) \geqslant 0 \tag{5.5}
\end{align*}
$$

are hold for all $\delta v_{k} \in K\left(v_{k}^{*}\right)$ and $\delta u_{k} \in K\left(u_{k}^{*}\right)$.
The inequality (5.4) is directly followed from (5.2); the inequality (5.5) is the optimality condition of control $v^{*}$.

Theorem 5.4. Let: $I)$ the sets $f(x, U, v)$ and $f(x, u, V)$ are convex for all $x$ and $k \in U, v \in V$;
2) the solution of the problem (5.I) is unique.

Then it is necessary that the Hamiltonian has a saddle-point:
$\max _{k_{k} \in \mathcal{L X}} \min _{v_{k} \in V} H\left(p_{k+1}^{*}, x_{k}^{*}, x_{k}, v_{k}\right)=\min _{v_{k} \in \nu} \max _{u_{k} \in k} H\left(p_{k+1}^{*}, x_{k}^{*}, u_{k}, v_{k}\right)=H\left(x_{*}^{*}, x_{k}^{*}, u_{k}^{*}, v_{k}^{*}\right)$
for the $\left\{u_{k}^{*}, u_{k}^{*}, x_{k}^{*}, \beta_{k}^{*}\right\}$ to be optimal.
The similar results are true for the general type of perfomance index (Comp. ${ }^{\text {? }}$ ).
Proof. From the inequality (5.4) and the convexity of the set
$f(x, u, v)$ is followed?

$$
\begin{equation*}
\max _{u_{k} \in k} H\left(p_{k+1}^{*}, x_{k}^{*}, u_{k}, v_{k}^{*}\right)=H\left(p_{k+1}^{*}, x_{k}^{*}, u_{k}^{*}, v_{k}^{*}\right) . \tag{5.7}
\end{equation*}
$$

Prom the inequality (5.5) and the convexity of the set $f(x, x, V)$ is Pollowed

$$
\begin{equation*}
\min _{v_{k} \in V} H\left(p_{k+1}^{*}, x_{k}^{*}, u_{k}^{*}, v_{k}\right)=H\left(p_{k+1}^{*}, x_{k}^{*}, u_{k}^{*}, v_{k}^{*}\right) . \tag{5.8}
\end{equation*}
$$

The inequalities $(5.7)$ and $(5.8)$ are equivalent to $(5.6)^{I}$.
The similar results may be obtained for finding $\min _{v} \max _{u} \mathscr{y}=\omega_{1}^{+}$.

The more detailed analysis of the above problems may be found in ${ }^{8}$. 6. Let's come to optimality conditions for the problems 2,3. It may be proved that the original problem 2 (or 3) is equivalent to the problems
$\left\{\max _{x} \mathcal{F}, x_{k+1}=f\left(x_{k}, x_{k}, v_{k}^{*}\left(x_{k}, u_{k}\right)\right), x_{k} \in U \quad(k=0,1, \ldots, N-1)\right\}$,
$\left\{\min _{V} J, x_{k+1}=f\left(x_{k}, x_{k}^{*}\left(x_{k}\right), v_{k}\right), v_{k} \in V \quad(k=0,1, \ldots, N-1)\right\}$,
where $\left\{x_{k}^{*}\left(x_{k}\right)\right\}$ and $\left\{w_{k}^{*}\left(x_{k}, x_{k}\right)\right\}$ are optimal solutions of the problem 2 or 3 .
Here we shall consider a singular case only. Namely we shall assume that the functions $u_{k}^{*}(x)$ and $v_{k}^{*}(x, x)$, which define a solution of the problem, are differentiable in any directions $\delta_{x}$ or $\delta_{x}$
In this case it may be proved that the problems (6.I) and (6.2) have unique solutions.
Denote the optimal values of control variables by $k_{k}^{*}=u_{k}^{*}\left(x_{k}^{*}\right)$ and $v_{k}^{*}=v_{k}^{*}\left(x_{k}^{*}, x_{k}^{*}\right)$ for a given initial state $x_{0}$.
Theorem 6.I. Let: I) the functifions $x_{k}^{*}(x), v_{k}^{*}\left(x, x_{c}\right)$ are differentiable in any directions $\delta_{x}$ and $\delta_{x}$;
2) the sets $f\left(x_{k}^{*}, x_{k}^{*}\left(x_{*}^{*}\right), V\right)$ and $f\left(x_{k}^{*}, \mathcal{U}, v_{k}^{*}\left(x_{k}^{*}, \mathbb{U}\right)\right.$ are convex for $k=0,1, \ldots$, $N-1$.
Then

$$
\begin{equation*}
\max _{u_{k} \in k} \operatorname{mix}_{v_{k} \in v} H\left(P_{k+1}^{*}, x_{k}^{*}, u_{\kappa}, v_{k}\right)=H\left(p_{k+1}^{*}, x_{k}^{*}, u_{k}^{*}, v_{k}^{*}\right) \tag{7.I}
\end{equation*}
$$

iss hold at the optimal process $\left\{u_{\kappa}^{*}, v_{k}^{*}, x_{\kappa}^{*}, P_{k}^{*}\right\}$, where the optimal values of $\left\{p_{k}^{*}\right\}$ are found from the adjoint system (4.3) with the boundary condition (4.4).
The proof of this theorem may be found in ${ }^{9}$.
7. Now we consider the case when the game $\Gamma_{1}$ or $\Gamma_{2}$ has a saddle-point. In this case the game problem reduces to the pair of optimal control problems.
Namely, fut for example there exist. such controls $u^{*}$ and $v^{*}$
that the game $\Gamma_{1}\left(x_{0}, u, v\right)$ has a saddle-point,i.e.
$\operatorname{maxminc}_{u} J\left(x_{0}, u, v\right)=\operatorname{minmax}_{v} Y\left(x_{0}, u, v\right)=\mathscr{F}\left(x_{0}, u^{*}, v^{*}\right)$.
Then the same $\Gamma_{1}$ is equivalent to the following optimal control problems:
$\left\{\max _{k} \boldsymbol{y}, x_{k+1}=f\left(x_{k}, u_{k}, v_{k}^{*}\right), \quad u_{k} \in \mathcal{X} \quad(k=0,1, \ldots, N-1)\right\}$
$\left\{\min _{v i} \mathcal{J}, x_{k+1}=f\left(x_{k}, u_{k}^{*}, v_{k}\right), v_{k} \in V \quad(k=0,1, \ldots, N-1)\right\}$
Using to the (7.2), (7.3) the optimality conditions for discrete processes? we obtain directly.
Theorem ?. I. It is necessary that

$$
\begin{equation*}
\delta_{k} H\left(\beta_{k+1}^{*}, x_{k}^{*}, u_{k}^{*}, v_{k}^{*}\right) \leq 0, \quad \delta u_{k} \in K\left(u_{k}^{*}\right) \tag{7.4}
\end{equation*}
$$

$$
\begin{equation*}
\delta_{v} H\left(p_{k+1}^{*}, x_{k}^{*}, u_{k}^{*}, v_{k}^{*}\right) \geqslant 0, \quad \delta v_{k} \in K\left(v_{k}^{*}\right) \tag{7.5}
\end{equation*}
$$

for controls $u^{*}$ and $u^{*}$ to be saddle-point of the game. Here the optimal values of $\left\{p_{\kappa}^{*}\right\}$ are found from (4.3) and (4.4). Conollary. Let the sets $f(x, \mu, v)$ and $f(x, u, v)$ are convex for all $x \in E_{h}$ and $u \in \mathcal{K}, v \in V$. Then if the perfomance index I has the saddle-point, then the Hamilton function ( 4.5 ) bas a saddle-point too.
This is directly followed from usual in the theory of discrete control reasonines?
Consider the came $\Gamma_{2}$ now.
Let the functions $\left\{u_{k}^{*}(x), v_{k}^{*}(x)\right\}$ exist, i.e.
$\operatorname{maxmin}_{u(k, x)} \min _{(5,0}\left(x_{0}, u(k, x), v(k, x)\right)=\min _{v(k, x)} \max _{u(k, x)} J\left(x_{0}, u(k, x), v(k, x)\right)=f\left(x_{0}, u^{*}(k, x), v^{*}(k, x)\right)$.
Then the rame reduces to the problems

$$
\begin{align*}
& \left\{\min _{v,} \mathcal{V}_{k}, x_{k+1}=f\left(x_{k}, u_{k}^{*}\left(x_{k}\right), v_{k}\right), v_{k} \in V(k=0,1, \ldots, N-1)\right\},  \tag{7.7}\\
& \left\{\max _{k} J, x_{k+1}=f\left(x_{k}, u_{k}, v_{k}^{*}\left(x_{k}\right)\right), u_{k} \in U(k=0,1, \ldots, N-1)\right\} . \tag{7.8}
\end{align*}
$$

Theorem 2.2. Let: If The functions $x_{k}^{*}(x)$ and $v_{k}^{*}(x)$ are differentiable in any direction $\delta_{x}$ (in this case the solutions of the problems (7.7), (7.8) are unique);
2) the sets $f(x, u, v)$ and $f(x, u, V)$ are convex on $E_{k} \times U \times V$. Then if the perfomance index $\mathcal{J}$ has a saddle-point $/(7.6)$ is hold $/$, the Hamiltonian (4.5) has a saddle-point too,i.e.
$\max _{u_{k} \in k} \min _{v_{k} \in V} H\left(p_{k+1}^{*}, x_{k}^{*}, v_{k}, \nu_{k}\right)=\min _{v_{k} \in V} \max _{u_{k} \in \alpha} H\left(p_{k+1}^{*}, x_{k}^{*}, u_{k} v_{k}\right)=H\left(p_{k+1}^{*}, x_{k}^{*}, u_{k}^{*}, v_{k}^{*}\right)$, where the optimal values $\left\{x_{k}^{*}, p_{k}^{*}\right\}$ are found from (2.I), (4.3), (4.4). This theorem is directly followed from the theorem 6.I. In conclusion we note that, the otpimal controls of plajers are not coin cided for the games $\Gamma_{1}$ and $\Gamma_{2}$ in general case. 2. At last we shall formulate the similar results for differential games. In this case a game is discribed by differential equations of following type

$$
\begin{equation*}
\dot{x}(t)=f(x(t), u(t), v(t)), \quad 0 \leqslant t \leqslant T, \tag{8.I}
\end{equation*}
$$

with initial state $x(0)=x_{0}$ and $T$ to be fixed, where

$$
\begin{equation*}
u(t) \in U, \quad v(t) \in V, \tag{8.2}
\end{equation*}
$$

and the perfomance index

$$
\begin{equation*}
I=P(x(T))+\int_{0}^{T} f_{0}(x(t), x(t), v(t)) d t \tag{8.3}
\end{equation*}
$$

Further we shall assume that the functions $P(x), f_{j}(x, u, v)(j=0,1, \ldots, n)$ are continuously differentiable with respect to all their arguments, and the sets $U$ and $V$ are compacts.

As in t. mitistage games we introduce two games: $\Gamma_{1}\left(x_{0}, x_{0}, v\right)$, which is connected with the problems

$$
\begin{align*}
& \left.\omega_{1}\left(x_{0}\right)=\max _{u} \min _{v} J_{( } x_{0}, u, v\right), \\
& \omega_{1}^{+}\left(x_{0}\right)=\operatorname{main}_{v} \max _{u} J_{\left(x_{0}, u, v\right)} \tag{e.5}
\end{align*}
$$

and $\Gamma_{2}\left(x_{0}, x(t, x), v(t, x)\right)$, which is defined from the problems

$$
\begin{align*}
& \omega_{2}^{-}\left(x_{0}\right)=\max _{u(t, x)} \min _{v(t, x)} f\left(x_{0}, u(t, x), v(t, x)\right),  \tag{c.5}\\
& \omega_{2}^{+}\left(x_{0}\right)=\min _{v(t, x)} \max _{u(t, x)}\left(x_{0}, u(t, x), v(t, x)\right) . \tag{8.7}
\end{align*}
$$

These problems are completely similar to problems I and 3 in multistage games. As for the prolem 3 we consider the following problem:
find a control $u^{*}$, which fields the beat value of functional (8.3), if the player II may learn the current values of $x(t)$ and $u(t)$ (it is supposed, of course, that the player II "must" do the worst for the player I).
This problem is apparently similar to problems 2 of $p .2$ and is called the game with discrimination IO, II or minerant (majorant) game I2. Note, that formally this problem may be written only as a limiting case of the problem 2. Also by limiting transition we can establish the correlations between the differential games $\Gamma_{1}$ and $\Gamma_{2}$, similar to the theorems 3.I and 3.2.

$$
\begin{align*}
& \text { Define the adjoint system } \\
& \qquad \dot{p}(t)=\frac{\partial f \cdot(x(t), u(t) v(t))}{\partial x(t)}-\left[\frac{\partial f(x(t), u(t), v(t))}{\partial x(t)}\right]^{T} p(t), \tag{8.8}
\end{align*}
$$

with the boundary condition

$$
\begin{equation*}
p(T)=-\frac{\partial P(x(T))}{\partial x(T)}, \tag{8.9}
\end{equation*}
$$

and the Familtanian

$$
\begin{equation*}
\left.H(p(t), x(t), u(t), v(t))=-\rho_{0}(x, t), u(t), v(t)\right)+p^{r}(t) f(x(t), u(t), v(t)) . \tag{8.10}
\end{equation*}
$$

Theorem 8.I. Let $x^{*}$ is an optimal control of the player $I$ in the problem $(8,4)$ and $Q_{v}\left(u^{*}\right)$ is the set of optimal solutions of the problem (the set of optimal controls of player II):
$\left.\left\{\min _{v i}, \quad \dot{x}(t)=f(x, t), x^{*}(t), v(t)\right), v(t) \in V, \quad t \in[0, \pi]\right\}$.
Then the equality
$\operatorname{mix}_{u(t) \in U} \max _{v \in \Omega_{v}(u v)}\left[H(\beta(t), x(t), u(t), v(t))-H\left(\beta^{v}(t), x(t), u^{*}(t), v(t)\right)\right]=0$
is hold for optimal process, where the optimal values $x(t), p(t)$ are found from (8.T), (8.8), (8.9).
This theorem evidently is similar to the theorem 5.2.
Theorem 8.3. Let $u^{*}(t)=u^{*}\left(t, x^{*}(t)\right.$ and $v^{*}(t)=r^{*}\left(t, x^{*}(t), u^{*}(t)\right)$ are optimal controls for problem (8.6) for a Riven initial state $x_{0}$ and let the functions $u(t, x), v(t, x, u)$ are differentiable in any directions $\delta x$ or $\delta x$ (in this case the solutions of the problens:
$\left\{\max _{u} y, \dot{x}=f(x, t), u(t), v^{\prime \prime}(t, x(t), w(t)), \quad u(t) \in U, \quad t \in[0, T 7]\right\}$,
$\left.\left\{\min _{v} \mathcal{J}, \dot{x}=f(x, t), u^{*}(t, x(t)), v(t)\right), v(t) \in V, \quad t \in[0, T]\right\}$
are unique).
Then

$$
\left.\left.\min _{u \in \mathbb{K}} \max _{v \in v} H\left(p^{*}(t), x^{*}(t), x, v\right)=H\left(p^{*}(t), x\right\rangle(t), x^{*} / t\right), v^{*}(t)\right)
$$

is true for the optimal process $\left.\left\{u^{*} \mid t\right), v^{*}(t), x^{*}(t), p^{*}(t)\right\}$ where the optimal values of $\left\{x^{*}(t), p^{*}(t)\right\}_{\text {are }}$ found from (8.1) , (8.8), (8.9). The proof of this theorem see in 13 .
Theorem 8.4. Let the pain $u^{*}(t, x), v^{*}(t, x)$ is a saddle-point for the game $\Gamma_{2}\left(x_{0}, u(t, x), v(t, x)\right)$.
Then, if the functions $u^{*}(t, x)$ and $v^{*}(t, x)$ are differential in any direction $\delta x, t \in[0,7]$, the Hamilton function has a saddle in the same point, i.es
$\operatorname{maxmin}_{v \in V} H\left(p^{*}(t), x^{*}(t), u, v\right)=\min _{u \in K} \max _{v \in V} H\left(p^{*}(t), x^{*}(t), u, v\right)=H\left(p^{*}(t) x^{*}(t) u^{*}(t), v^{*}(t)\right)$
This theorem is directly followed from the theory 8.3. Note, that the similar result was obtained inpaper ${ }^{\text {IA }}$ for the case of "regular" synthesis and in the paper 15 for the case of "smooth" synthesis. 9. In conclusion, we note, that the results obtained in the present paper permit to develope efficient numerical methods in the theory of dynamic games.
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# MAGNETIC ADAPTIVE COMPONENTS FOR AUTOMATIC CONTROL SYSTEMS 

M. A.Rosenblat<br>Institute of Automatics and Telemechanics<br>M. A.Boyarchenkov<br>Complex Computer Control Institute<br>Moscow, USSR

Development of adaptive automatic control systems often calls for introduction of components with a variable transfer coefficient performing the following function

$$
\begin{equation*}
z=x F(y, t) \tag{1}
\end{equation*}
$$

where x - the input variable, and y - the control (adapting) signal causing the change of the component transfer coefficiint for the variable $x$ in accordance with the adaptation fundtron $F(y, t)$.

Selection of the adaptation function depends on the principle of building of the specific control system. Some typical expressions of this function are as follows:

$$
\begin{aligned}
& F(y, t)_{t>t_{0}}=F_{1}\left[y\left(t_{0}\right)\right] \\
& F(y, t)=F_{2}\left[\int_{0}^{t} y d t\right] \\
& F(y, t)_{t>t_{n}}=F_{3}\left[\sum_{j=1}^{n} y\left(t_{j}\right)\right] \\
& F(y, t)_{t}>t_{n}=F_{4}\left[\sum_{j=1}^{n} \text { sign } y_{1}\left(t_{j}\right) \cdot y_{2}\left(t_{j}\right)\right] .
\end{aligned}
$$ tonous but not necessarily single-valued function of the contpol signal y. The latter not seldom constitutes the difference between reference and actual value of some controlled parameter of the control system.

In some instances it is necessary that

$$
\begin{equation*}
F_{1}\left[y\left(t_{0}\right)\right]=k_{1} y\left(t_{0}\right) \tag{3.1}
\end{equation*}
$$

or

$$
\begin{equation*}
F_{2}\left[\int_{0}^{t} y d t\right]=k_{2} \int_{0}^{t} y d t . \tag{3.2}
\end{equation*}
$$

In the first case the adaptation function (2.I) reduces to the memorization of the adaptation signal value at some moment $t_{0}$ (the adaptation moment). Each new act of adaptation "erases" the preceeding condition and sets up a new transfer Coefficient value independent of the preceeding values. The remaining three adaptation functions determine the transfer coefficient value for the variable $x$ not only according to the adapting signal in the given mement but also with regard to the preceeding values of the signal or transfer coefficient. The adaptation functions (2.2) - (2.4) are commonly used in systems adapted by the method of consecūtive search or learning. It should be noted that the control signal $y$ in the expression (2.2) can be both a continuous value and pulses of random form.

The adaptation function (2.4) contains two independant control signals $Y I$ and $X_{2}$. The change of this function only occurs at simultaneous action of both signals. Such function is used for matrix access of the address of the component chosen for adaptation in learning systems containing a large number of adaptive components [I].

A common feature for four above mentioned kinds of adaptation functions is that each of them posseses the ability of memory. Realization of these functions calls for analog (or multi-level) storing components.

In recent years there were many suggestions concerning the development of adaptive components, that is components with a variable transfer coefficient and with memory [I]. But only two groups of components, electrochemical and magnetic, found practical application. The advantage of electrochemical components is that they represent controlled active resistance $[I, 2]$ and therefore have a large bandwidth for the adapted signal. They can be used both for continuous and binary variables $x$. The disadvantages are time instability of their characteristics, long adaptation time (setting up a new transfer coefficient value), galvanic connection between control and input (output) circuits, and a relatively low resistance that limits their sphere of possible applications.

Magnetic adaptive components on cores with rectangular
hysteresis loop are greatly favoured because of their small dimentions, low cost, high time stability, high speed of operations, and other advantages. Any of the above mentioned adaptation functions (2.I) - (2.4), (3.I) or (3.2) can be achieved with magnetic coilponents.

The disadvantage of the most known magnetic adaptive components is that they preserve the above mentioned advantages onily for binary and ternarytrariables $X$. This derives from the fact that the action of the input variaivle reduces practicalIy to switching on (by $X=I$ ) and switching off (by $X=0$ ) or to the change of $I 80^{\circ}$ of therread current phase of the anālog memory component [I]. At the same time it is desirable to have adaptive components capable of changing the transfer coefficient of continuous signals. This paper deals with the problem of building magnetic adaptive components for continuous variables.

Methods of achieving the desirable adaptation function, e.g. (2.I) - (2.4), do not depend on the transferred variable being binary or continuous. The main difference between magnetic adaptive components for the two types of the variable $X$ consists of the method of carrying out multiplication of the variable $X$ by adaptation function $F(X, t)$ in accordance with the expression (I). Possible methods of performing this operation for continuous variables depend greatly on the used method of reading the data stored in accordance with the adaptation function in the NDRO magnetic analog memory component.

Before getting down to the analyses of the different mew thods of reading and their characteristics it should be noted that if there is an adaptive component for binary signals then in accordance with the expression (I) it would be possible to develop an adaptive component for continuous signals with addition of a multiplication device in accordance with the Fig.I. One of the factors on the input of the multiplication device represents the adapted continuous signal $X$, the second factor being the signal $V=F(Y, t)$ from the output of the adaptive component for binary signaI.

Such a method of developing the adaptive components for
continuous variables is provided in the system of magnetic computing components developed in the Institute of Automatics and Telemechanics (engineering cybernetics) [4]. This system includes magnetic analog memory realizing the function (3.I) with the error not exceeding $0,5 \%$ and a magnetic integrátor with memory realizing the function (3.2) with the error not exceeding I\%. With a diode multiplier these components realize the equation (I) for continuous signals with a summary error not more than $I-2 \%$.

Adaptive components which comprise the adaptation and multiplication functions in one device are of great interest. In this case it is possible to reduce dimentions and cost of the component and improve its characterists. There are the following basic principles of WDRO the information from magnetic memory components $[I .3]$ :
a.) Generation of even hamonics of magnetic induction depending on the residual flux state in the magnetic ooref
b) using the dependance between the reversible permeábility and the level of the residual magnetization;
c) using a magnetic probe indicating the level of residual magnetization in the core of the memory component.

The essence of the first method is that if ferromagnetic core is exited with two currents of different frequences:

$$
i_{1}=I_{1} \sin \omega_{1} t, \quad i_{2}=I_{2} \sin \omega_{2} t
$$

there develop combination induction harmonics of the type

$$
B_{m, n} \sin \left[\left(m \omega_{1} \pm n \omega_{2}\right) t+\varphi_{m, n}\right]
$$

At the absence of residual magnetism of the core the $m+n=2 k+I$ is an odd number [3]: The even value of the $m+n$ can be only at the presence of de component of the induction $B_{0}$ in the core. Then alongside with other components there is also an induction component:

$$
B_{1,1} \sin \left[\left(\omega_{1}+\omega_{2}\right) t+\varphi_{1,1}\right]
$$

Combination frequences appears only at the current amplitude $i_{I}$ or $i_{2}$ being sufficient for developing non-linear distortion. On the other hand, these amplitudes have an upper limit as the currents $i_{I}$ and $i_{2}$ should not influence the re-

- sidual flux. Taking $I_{2}=$ const and $I_{1} \ll I_{2}$ we get $B_{1,1} \equiv I_{1}$.

Besides $B_{1,1}$ is the monotonous function $B_{0}$. Therefore if the amplitude of the current $i_{1}$ corresponds to the variable $x$ then separating by means of suitable filter the component of the output voltage with the frequency $\omega_{1}+\omega_{2}$ we get an adaptive component for a continuous signal $x=C I_{1}$ (Fig, 2,a):

$$
E_{1,1}=W\left(\omega_{1}+\omega_{2}\right) S B_{1,1}=c_{1} \times \varphi\left(B_{0}\right)
$$

where $E_{1,1}$ is the e.m.f. amplitude with the frequency $\omega_{1}+\omega_{2}$ induced in the output winding $W$, $S$ - crossmsection of the core, $\varphi\left(B_{0}\right)$ monotonous function of the residual induction $B_{0}$ of the core set up by the adaptation signal iy.

The shown principle was used in Japan for combining in one component function of an analog memory and a multiplier [6]. To prevent a direct voltage transformation of the main frequences $\omega_{1}, \omega_{2}$ at the output of the circuit there are four instead of one core with the windings intercomnected in accordance with Fig.2,b. Points indicate the beginning of each winding. .

If the core in Fig. 2 is excited with a.c. current of on ly one frequency $\left(I_{2}=0\right)$ then even induction hamonics $2 k \omega_{1}$ occur as before only at assymetric core magnetization due to the residual induction $B_{0}$. At small amplitudes of the current $i_{I}$ nonlinear distortion and even harmonics do not occur whereas at high amplitudes of $i_{I}$ the stored information is erased. Therefore separation of the even hamonics (or the 2nd hammonic $2 \omega_{1}$ ) of the voltage induced in the output winding is used only for building adaptive components for binary signals $[I, 3]$. In this case as before $X=c I_{1}$. Basic circuit of such a component is shown at Fig.2,C. To prevent the appearance of odd hamonics in the outpit of the circuit two cores are used here which often eliminates the need for the filter shown in Fig. 2, a.

Use of the second harmonic memory element (Fig. 2, c) to build an adaptive element for continuous signal.s is possible with the help of a multiplier of Pig. I. In this case $I_{I}=$ const and the output voltage of the double frequency $\left(E_{2 \omega}\right)$ is preliminary rectified.

Thare are two ways to build adaptive elements fonti-
nuous signals on the basis of the circuit of Fig. $2, c$ and on the basis of the similar circuits in which it is impossible to change the readout current amplitude $\left(I_{1}\right)$ within wide range and to get a proportional change of the output voltage amplitude.

The first way is to change the readout current frequency $\omega$ in proportion to the variable $X$ (Fig.3, a). Here we use the well-known dependence of the output voltage amplitude on the readout current frequency when $I_{1}=$ const, and $B_{0}=$ = const. (suppose that within the given changes of frequency we may ignore the influence of losses in the core). If an autonomous source of readout current is required, we get $\omega \sim$ $\sim x$ while using a magnetic-transistor $d_{\text {. }} c$. to a.c. conver- $^{c}$ ter.

The second way is to use pulse-width modulation of the readout current with the irequency $\omega_{M} \ll \omega$ (Fig.3,b). If $T$ is an interval during which in each period ( $\mathbb{T}_{m}=2 \frac{\pi}{\omega_{M}}$ ) the readout current $i_{1}$ is applied to a memory element the mean value of the output voltage is $E=C \omega T / T_{m} \varphi\left(B_{0}\right)$.

If the pulse-width modulator gives $T / T_{m}=X$, we get the requajred characteristic (1). Note that a magnetic amplifier with self-saturation [3] can simultaneously perform both the function of the signal amplifier $X$ and a modulator of such a type. The switch $K$ in the circuit (Fig.3,b) may be either a diode or a transistor.

The first shortcoming of the circuit introduced in Pig.2, $c$ with double frequency is that it is rather difficult to avoid transformation of the readout current onto the circuit output.

The second way of the readout is to use the well-known experimentally established fact that the reversible magnetic permeability $\mu_{r}$ of the core with a rectangular hysteresis loop is a function of the core residual magnetization [7].

This dependence is not simple. For example, if the core is preijiminary negatively saturized, rthere is a monotonous increasing of the level of the residual induction $B_{0}$ than we shall get the dependence $\mu_{r}\left(B_{0}\right)$ shown in FiE.4, a (curve I). If we preliminary demagnetize the
core, we shall get curve 2, while monotonously changing $B_{0}$. If we introduce a doc. bias which after the core saturation in the negative direction sets the induction $B_{b}$ corresponding to the maximum of $\int^{\mu / r}$ on the curve I we may get the monotonous dependence $\mu_{r}\left(B_{0}\right)$ for the positive values of the control (adaptive) signal. If changing of $B_{0}$ is obtained with short current pulses, in this case we can get the dependence $\int M_{r}$ on the number of pulses $n$ given in Fig. $4, b_{0}$ There is a number of ways to build adaptive elements using characteristics shown in Pig.4. The simplest of them is given on Fig.5, a. The mutual inductance between the windings $W_{1}$ and $W_{2}$ is

$$
\begin{equation*}
M=\frac{\mu_{0} \mu_{l} W_{1} W_{2} S}{l}, \tag{5}
\end{equation*}
$$

where $l$ is a mean core length and $\mu_{0}$ is the magnetic con-
stant.
If the magnetic field strength from the current $i_{1}$ does not exceed some threshold value the. $\Omega \mu_{r}$ does not depend on the value $i_{i}$ and for EMF in the output winding $W_{2}$ (if we ignore the influence of the currents in other windings) we have

$$
\begin{equation*}
e=M \frac{d i_{i}}{d t} \tag{6}
\end{equation*}
$$

If $i_{1}=I_{1} \sin \omega t$ then $e=\omega M I, \cos \omega t$.
Thus if $I_{1}$ or $\omega$ are proportional to the variable $X$, we get an adaptive element for continuous signals.

The shortcoming of the circuit given in Fig.5, a is that $\mu_{r}$ and consequently the circuit transfer coefficient change in rather small range which usually not exceeds four. This shortcoming may be eliminated by using a compensation core according to the circuit given in Fig.5,b. Here B is a compensation core and the output EMF is

$$
\begin{equation*}
e=\frac{\omega \mu_{0} W_{1} W_{2} \cos \omega t}{l}\left(\mu_{r B}-\mu_{r A}\right) I_{1} \tag{8}
\end{equation*}
$$

where $\mu_{r A}$ and $\mu_{r B}$ are the values of the reversible permeability of the corresponding cores. $\mu_{\Omega A}=\mu_{\Omega B}$ and
$e \equiv 0$ in the presettied state of the cones before giving an adaptive signal. If the adaptive signal ( $i_{y}$ ) is applied. to the core $B$ in such a way that creates a magnetizing field of the opposite direction relatively to the bias field the circuit becomes "reversible", ie. we get a possibility to change the transfer coefficient sign.

Instead of the controlled mutual inductance we may use the controlled inductance $L$, for example, in the bridge circuit (Fig. 5,0 ). The circuit becomes balanced for some value of $L$ by selecting slues of $L_{0}, r_{0}, R_{i}$ and $R_{2}$. The control signal $i_{y}$ changes the circuit transfer coelficient $U_{0} / U$ : which in general has a complex character. If however in 211 the branches of the bridge we use inductancos, the transfer coefficient will not practically depend on the voltage frequency $\omega$.

The circuit given in Fig*5, d has the same property. The constant inductance $L_{0}$ which value is much greater than that of the inductance of the winding $W_{1}$ is put in series with the winding $W_{1}$. Therefore, for the current $i_{1}$ 四e have

$$
u=L_{0} \frac{d t_{1}}{d t}
$$

Taking into account ( 6 ) we find for the output voltage

$$
e=\frac{M_{1}}{L_{0}} u,
$$

1.e. the output voltage differs from the input voltage $U$ corresponding to the variable $x$ by the constant coefficient which does not depend on the frequency on the wave form of the voltage 4. Thus to increase the range of transfer coedficient changes we may use a simple voltage divider (Fig. $5, \mathrm{e}$ ) to get the voltage $U_{\mathrm{lk}}$ which compensate circuit output voltare for some value of the coefficient of the mutual inductrance $[8]$.

Frequency changes $\omega$ on d $e f$ the input signal $\mathbb{C}$ in the circuits introduced in Fig. 5, d and $\frac{\text { are }}{}$ limited by the fact that the am piitude of the current $i_{1}$ which can change with changing of the frequency must not exceed the permissible threshold value otherwise $\mu_{\Omega}$ will change: in the function of $i_{1}$.

Readout in all memory elements considered aboverachieved' by way of a reversible change of the core magnetization state near some value corresponding to the set value of adaptation function.

Physical properties of one and the same ferromagnetic are used both for storing information and for nondestructive readout of this information. In contrast to this while reading with the help of the sonde method functions of storing and reading of the information are divided between different components. The core with the rectangular hysteresis loop fulfils the first function while a special sonde-component fulfils the function of nondestructive readout indicating the level of the core residual magnetization. Such a function division often gives essential advantages and permits in particular to increase the maximum power taken off from the analog memory element.

Different types of galvanomagnetic elements and magnetic modulators including magnetic amplifiers may be used as sondes.

The principal circuit of the adaptive element with Hall element mounted in the split of a toroidal core used as a memory element is given in Fig.6, a. FMF appearing on the Hall element output is directly proportional to the product of the mean value of the core residual inductance $B_{0}$ and the current $i$ in the element taken as an independent variable ( $i \sim X)[9]$ : $e=C B_{0} i$, ie. Hall element combines the function of a readout sonde and that of a multiplier.

Existance of the split with the width of $\mathcal{\delta}$ in the core for placing the Hall element into it creates a demagnetizeing field which value under uniform magnetization of the core is [3].

$$
H_{D}=B_{0} \frac{\delta}{\mu_{0} l} .
$$

This field must not cause self-erasing of the data written in the core in the most unfavourable case when $\mathrm{B}_{\mathrm{o}}=\mathrm{B}_{\text {r }}$, ice.

$$
\begin{equation*}
H_{D . \max }=B_{r} \frac{\delta}{M_{0} l}<H_{\tau} \leqslant H_{c} \tag{IO}
\end{equation*}
$$

where $B_{r}$ is residual inductance on the maximum ferromagmetic hysteresis loop and $H_{T}$ is a threshold field. When $\mathrm{H}>\mathrm{H}_{\mathrm{T}}$ the inductance of a core whose initial
value is $-B_{c}$ will also increase. Fulfilment of this condition requires using film Hall elements to get small values of $\delta$ and using magnetic materials with a large relation of $H_{c} / B_{r}$ which in its turn permits to increase the maximum permissible value of $\delta$.

Hall element in the circuit shown in Fig. 6, a can be replaced by a magnetoresistor, i.e. a semiconductor element which active resistance changes in the magnetic field [9-II]. There are elements which under the influence of a field in the range of 1 T inoxease the resistance in IO-20 times. Usually $R_{M}=R_{0}\left(I+c B_{0}^{2}\right)$ in wide range of induction variations.

Use of such devices requires keeping the condition (IO).
Changes of adaptive element characteristics and getting a zero transfer coefficient in particular, can be achieved by putting a magnetoresistor $R_{M}$ into one of the branches of the bridge circuit (Fig. 6,b). Selecting temperature coefficients of other bridge resistors we may partially compensate the influence of temperature on the magnetoresistor and on adaptive elements characteristics. Note that magnetoresistor characteristics may be widely varied by using of the resistor $R$ shown in Fig.6,b with a dotted line between points from which Hall EMIF is usually taken off [IO].

Several typical circuits of magnetic analog memory devices in which readout takes place by using a sonde which is a magnetic modulator (MM) or a magnetic amplifier (MA) are given in Fig.7. In such devices the information store can be made of either another magnetic material than the sonde core (Fig.7, $a, b, c$ ) or of the same material and represent the uniform constructive unit with the sonde (Fig.7,d and Fig.8) [3]. In the first case data store core is usually made of a more highcoercive material than the sonde core. This decreases an opportunity of occasional eraseing accumulated information and increases a range of changing of the element transfer coefficient. However this is usually achieved by increasing required writing currents and the element cost.

It should be noted that magnetic modulators or amplifiers with ferromagnetic cores used as sondes allow to remove
completely the demagnetizing field which appears when galvanometric devices are used (Fig.6).

A toroidal core (Fig.7, a) made of a soft magnetic material is in principle a very simple magnetic transducer (NF) controlled by a "permanent" magnet which at the some time functions as a data storage device (DSD). At the supply voltage $U=U_{m} \sin \omega t$ where $\omega=$ const, and $U_{m} \sim X$ the amplitude value $I_{\text {m }}$ of the load current i rises with the increase of the residual flux value $\mathcal{C}_{0}$ of the storage core. However the amplitude, r.mos. or mean value of the current i changes in proportion to $U_{\text {ma }}$ only when the a.c. induction component $B_{m}$ in toroidal core is $\mid$ relatively small as compared with the saturation induction. When the values of U/m are considerably high, the dependence $I\left(U_{\text {in }}\right)$ becomes nonlinear though it retains monotone character. The readout in the circuit (Fig.7, a) may also be performed by means of selecting either the combination frequency $\left(\omega_{1}+\omega_{2}\right.$ ) (as it is done in the circuit of Fig. 2,a) or the double frequency (Fig.2,b) (see ref.[3], page 486). In this case the sonde is in principle a magnetic modulator.

It is also possible to use the core made of a soft magnetic material (Fig.7, a) for building a controlled coil of mutual inductance or a transformer (Fig.5). The circuit of such an element is shown in Fig.7,b where another design approach of the storage device is represented. In comparison with the circuit shown in Fig.7, a the circuit shown in Fig.7,b provides for a wider range of changing the mutual inductance coefficient of the windings $W_{1}$ and $W_{2}$. Besides the bias signal is not required in this circuit and it also allows for a vider range of changing the amplitude of the current in. It is also possible to apply the circuitry (Fig.5,b,g) to the element shown in Fig.7,b.

The sonde in the circuit (Fig.7, c) functions as a magnetic amplifier with self-saturation controlled by the residual flux of the storage core. This circuit is used as a rule for attaining high output power of the memory element. Even when both cores (the storage core and the sonde one) are combined in construction and are made of the same material (Fig.7,d) it is practically impossible to erase the data
(Fig.7, c) written in the part of the core functioning as a memory device [3]. If the combined core with rectangular hysteresis loop is used as it is shown in Figs?, d, the load current $I_{L}$ is not a linear function of the voltage amplitude U. Thus for building an adaptive element for analog signals it is necessary to use one of the circuits shown in Big. I or Fig. 3.

If the readout from the core (Fig.7, d) is carried out according to the circuit shown in 8ig.7,b and the amplitude of the readout current $i_{1}$ is permanent, there is an incident part in the dependence of the output voltage mean value $E$ from $P_{0}$ (see curve I, Fig. $8, c$ ). The application of threehole cores (Fig.8) helps to remove this incident part (IIE. $8, c$, curve II) [3]. The D.C. bias current $I_{B}$ in the winding $W_{B}$ (Fig.8) prevents the magnetic flux in this arm from vaxiating.

Now let us consider some possibilities of designing adaptive elements for realizing the adaptation function according to the circuit shown in Fig.I. The components shown in Fige7, c, d and Fig. 8, ag ere used for this purpose. In the circuit (Fig.9,a) the analog memory element made of one core (see the circuit in Fig.7, c) functions at the same time as a pulsewidth modulator. For this reason the voltage readout is taken from the rectangular waveform voltage source with the permanent amplitude. The readout current in the resistor $R$ has a waveform shown in Fig. $9, b$. While the voltage $U_{r}$ impressed to the winding $W$, calls for the change of the magnetic flux of the arm, the current, $i_{r}$ in this winding is small. As soon as the arm is saturated the current $i_{x}$ is in m creased jumpwise. The value $\omega t=\alpha$ at which the arm is saturated depends on the residual $11 u x \mathscr{P}_{0}$ and can be changed in the range from 0 to $\pi$. The current $i_{r}$ is partially used for controlling the transistor switch. If the values of $i_{r}$ are low, the transistors are switched off by the bias current. They are switched on only in the intervals $k \pi+\alpha \leqslant \omega t \leqslant(k+1) \pi$ where $k=0, I, 2 \ldots$ The mean value of the load voltage is

$$
u_{L}=\frac{\pi^{\text {oncos}}}{\pi} u=F\left(\phi_{0}\right) u \text {, }
$$

where $U \sim x$ is an analog bipolar signal. The adaptive element ( $\mathrm{Fi}_{5}, 9, \mathrm{c}$ ) is based on the same principle [I2]. The. application of the threewhole core and special compensating windings $W_{G}$ (which make the erasing of the residual flux impossible) provides for a more stable behaviour of the circuitry. The output voltage of the memory eiement applied to the emitter-base of the transistors is shown in Fig.9,d. Thus for the circuit in consideration.

$$
u_{L}=\frac{\alpha}{\pi} u=F\left(\phi_{0}\right) u .
$$

In the multiplier according to Fig. I good linearity is required only for the channel $X$. This property permits to simplify the multiplier considerably and in particular to use different types of controlled resistors for performing the multiplying function.

The thermiator $T$ in Fig.IO, a controlled by a memory element is used as a controlled resistor. Here $r_{h}$ stands for the resistance of the heater land $R$ is controlled resistance of the thermistor. The basic advantages of this circuit are its simplicity and considerable bandwidth of the controlled channel $X$. The shortcomings are great inertia of the controlling channel $Y$ and significant dependence of the resistance $R$ on the enviroment temperature. It is evident that the current in resistori $R$ must not change the resistors temperature very much. A partial temperature compensation may be attained by putting $R$ into the bridge circuit (Fig.6,b) and by choosing the correspondent temperature coefficients of the other bridge resistances. Another design approach of temperature compensation is the series connection of two thermistors as it is shown in Fig.IO, b.

It is possible to apply other types of controlled resistors [I3]. Field-effect transistors (FEX) are of great interest in this respect [I4].

From the above mentioned principles of design and the circuitry of adaptive elements for continuous signals it follows that the properties of toroidal and multi-aperture magnetic cores with rectangular hysteresis loop are such that it is possible to build adaptive elements with diffe-
rent characteristics. The simpliest adaptive elements are attained in the cases when the continuous transforred signal is either the a.c, current (or voltage) of fixed frequency and of changing amplitude or the a. $\mathrm{C}_{0}$ current of fixed amplitude and of changing frequency or at last periodic width-modulated pulses. In such cases the functions of the analog memory and of the multiplier necessary for building adaptive elements are performed on the same cores.

More universal adaptive elements suitable for analog signals of any type may be built by using the output signal of the magnetic analog memory element for changing the active resistance of the controlled resistor.
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Sequential functions are generally known to be functions of both input and intermediate variables and are also functions of time. It is also known that realization of sequential logical networks requires a stable input/output response of each feedback to restore unitary signals and ensure decay of zero signals or their inverse transform in that network ${ }^{1}$.

Most types of logical elements comgine logical functions with signal amplification and formation; in other words their responses are stable and have a certain lag, normally sufficient to realize sequential functions. Such elements can be used directly to construct sequential circuits without any additional units; the existing structurescan be employed. We will call these elements sequential as distinct from combinational logical elements that generally do not form signals, or whose input/output responses are not stable.

Two internal state elementary sequential functions are often realized by flip-flops with internal feedbacks ${ }^{2}$. These can be used both separately and in more complicated logical circuits.

Because a flip-Ilop can be included into any other sequential circuit; the overall stability of this can only be Iound it the input/output response is known which will be termed external in contrast to internal input/output response of ts elements in an open loop. Hxternal responses are important to determine stable operation not only of circuits with flipflop but of other sequential circuits with closed loops incor-
porated between other logical networks.
The principles of construction ana special teatures or external responses for logical circuits with closed loops are best studied when Ilip-flops (elementary sequential Ieedback circuits) are used. Flip-flops can include several sequential and combinational elements. their number depenas on the function realized, the set-up of elements which make the flip-flop and the nin mber of cycles in a system, since a signal from a flip-1lop output should act at one or its own inputs.

Abstract flip-flops were classified in Rer ${ }^{3}$.
An external response of a flip-flop is the relation of one of its external outputs and one of its external inputs in clo -sed-loop operation. The number of extermal imput/output responses of a flip-flop equals the number of combinations made by signals at external inputs and outputs.

An external response of a $11 i p-110 p$ can be obtained by anaLysis of response interaction for all elements of the constituents. One should bear in that one of the flop-flop inputs is loaded with a its own output signal (feedback signal) which appears at the input with a certain lag.

Depending on a system of elements used to realiz the flip-flop, its input and output signals can be either pulsed (aynamic flip-flop) or constant (static flip-flop).

In an dymamic, asynchronously operating flip-flop the time of transitional process (response to step-wise change of input signal) may vary from one to several cycles.

The external response of an asynchronous static flip-flop will also depend on the duration of the input signal and the form of transitional processes in its constituent elements that have to be directly involved in construction of the external characteristic.

In sunchronous flip-flops the maximal response time equals the number of cycles in the system while the transition process in flip-flop switching, when the signals are synchronous, is pure lag. By synchronous signals we understand synchronous pulses not only of a certain length but of a certain magnitude required for complete synchronous switching of a flip-1lop.

Anslysis of a sunchronous flip-fiop operation and representation of its external responses require the knowledge of its internal characteristics both dynamic and static.

Let us illustrate representation of a flip-flop external responses by known input/output responses of its constituent eleants.

Let a flip-flop which realizes a memory function $X_{i}=(a+x) b$ consist of two sequential two-cycles elements OR and AND (Fig. 1 a). whose responses are given as graphs of Figs la and b. They are identical with respect to each of two inputs 2 and $x$, $b$ and $y$ :

$$
\begin{aligned}
& y=\varphi_{1}(a)=\varphi_{1}(x)=\varphi_{1}(a+x) \\
& x=\varphi_{2}(b)=\varphi_{2}(y)=\varphi_{2}(b+y)
\end{aligned}
$$

Then their overall internal response in terms of the reLation between input of OR and output of AND will be

$$
\begin{equation*}
x=\varphi_{2}\left[\varphi_{1}(a)\right]=\varphi_{2}\left[\varphi_{1}(x)\right] \tag{Fig.1d}
\end{equation*}
$$

Let us consider two directly opposite cases of signal inter action in an OR element which consists of a combinational part wien realizes logical summation and the amplifying part which mas an iterative ( 1 ) response. In the first case the signals are suamed on diodes and in the secona case they are summed on resistors of windings of cores. In both cases the function AND is realized in diodes with further level amplification as is done in OH elements by amplitiers of any type with an I-res ponse.

The two cases difier in the nature of summation. The dioae sumation is essentially closser to logical summation since the output signal of a diode circuit equals the greatest (oy moanio) input signal. In summation on resistors or in summation of m.an.f. on cores normal aritnmetic summation takes place wnych then, awing to the amplitier non-linear response (L-resfionse) turns into logical summation. In thus case, however, the response have different slope at different numbers of sigmals surmed.

Difference between in these two ways of summation is of no substantial importance in combinational circuits though it dioes affect the response curve slope. We will show below that for sequential circuits the two ways of summation result in two different types of external responses.

1. Flip-flop with diode sumation of signals,

In representation of the exteraal response $x_{\tau}=F(a)$ the response $x=\varphi_{2}\left[\varphi_{1}(0)\right]$ (Fig, 1 d$)$ serves as internal response.

At $b=0 \quad \frac{x_{\tau}}{\tau} F(a)=x_{0}=$ const the flip-flop is switched of irrespective of a and $x_{t=0}$.

At $b=1 ; x_{0}=0 ; a \leqslant a_{x p} ; x_{\tau}=y_{2}\left[y_{1}(a)\right]$ since while $a<a_{x p}, x<a$. Consequently does not affect the outpút potential of the diode circuit OR. At $b=1$ and $a>a_{\infty}$ feedzack starts to act and the output signal $x_{\tau}$. exceedes the signal $a$. When the signal reaches the input afain it is amplified until the highest point of the response stable equilibriنim is reached (see Fig. le). The transitional process of switching in a flip-flop may take several sycles. This duration depends on the magnitude of the signal a and can be found by the initial response of the flip-flop. The transitional process will complete in one cycle only at signals very close to $a$, which represent the highest point of stable equilibrium in the response of an open loop. The static part of the Ilip-flop response in the point $a_{k \rho}$ has a discontinuity shown in rig.le as thick dash line.

Thus in this case the external aynamic response of a flipflop depenas on the dynamic response of its open loop or; in other words, its internal dynamic response. The presence of a feedback affects only the slope of the external aynamic response curve and does not affect that of the external dynamic response which is equal to the slope of the internal response.

Let us consider other external response of a flip-flop: $x_{\tau}=\varphi(b)$, in this case in terms of the signal $b, \tau=t_{T}$. Let us recall that the Iunction AND which is first realized in aiodes and then amplified; therefore it is the smaller signal of the two input signals that is amplified.

$$
\text { At } a=1 \text { ana } y=1, x_{\tau}=\varphi(b)=\mathscr{L}_{2}(b) \quad \text { irrespec- }
$$

tive of the value $x=0 \& 1$, i.e. the output characteristic in this case coinciaes with the internal characteristic of the element AND (Fig. 1 without horizontal branch rig. If). At $a=0, x_{t=0}=1 ; x_{\tau}=\varphi(b)=\varphi_{2}(b) \quad$ while the signal $y=\varphi_{1}\left[\varphi_{2}(b)\right]$ exceeds $b$, because the diode circuit AND transmitt the least of its inputs potentials $y$ and $b$. When
$y=\varphi_{1}\left[\varphi_{2}(b)\right]$ becomesiess than $b$, i.e. at $b<b_{x p}$ of the upper curve in Fig. $1 \mathrm{~g}, x_{r}$ becomes a function of $y_{;} ; x_{\tau}=\dot{\varphi}_{2}(y)$ and at constant $b y_{\tau}=\varphi_{1}\left[\varphi_{2}(y)\right]$ begins to diminish at each cycle since at $b<b_{\text {xp }}$ a feedback acts and the flipflop switches of in several cycles. Its dynamic characterisetic for signals $b<b_{k p} \quad$ depends on the internal res posse of the pair AND-OR. The static characteristic has a discontinuity in the point $x_{\tau}=\varphi_{2}(b)$ where $b=b_{x p}$ is determined by the response. $b_{\kappa} \quad y_{\tau}=\varphi_{1}\left[\varphi_{2}(b)\right] \quad$ and generally does not coincide with the point of unstable equilibrium of the response $\varphi_{2}(b)$. Thus at signals $b>b_{\text {xp }}$ the output response of a ilip-flop for the output $x$ is found by the internal response of the element AND $x_{\tau}=\rho_{2}(b)$ and for the output $y$ by the internal response of the pair AND-OR $y_{\tau}=\varphi_{1}\left[\varphi_{2}(b)\right]$. At signals $b<b_{\text {kp }}$ where
$\boldsymbol{b}_{x p}$ is the point of unstable equilibrium of the response of that pair; the flip-flop static response has 2 discontinuity due to the action of feedback. The slope of the flip-flop dynamic response does not increase. However, for the transitianal process not to exeeed one cycle, the signal for disconnectron of $b$ should fall to a value close to $b_{a}$.

Comparison of all external response of a flip-flop obtained, Fig. $1 \mathrm{~d}, \mathrm{f}, \mathrm{g}$ shows that the smallest slope and stability margin are the properties of the response which is formed by $\varphi_{2}(b)$ just one element AND when the disconnecting signal $b$ is controlled. It is this characteristic which determines the stabiliny margin at the input $b$. If the output signal $y$ of 2 tlip-flop is also used separately, the worst response could be $y_{\tau}=\varphi_{1}(a)$ (Fig. Ib).
2. A flip-fiop with arithmetic summation of signals (Fig. la).

The external. response of that Ilip-flop, $x_{\tau}=F(a)$, is also reconstructed by the internal response of the pair $x=\varphi_{2}\left[\varphi_{1}(a)\right]$; however, the signal $x$ should also be taken into consider ation which is summed with a by positive feedback law:

$$
x_{\tau}=\varphi(a+x)
$$

Fig. 2 shows the known graphical method for obtaining the characteristic $x_{\tau}=F(a)$ it the response $x=\varphi(a+x)$ is
known which is in this case the internal response of the pair OR-AND:

$$
x=\varphi_{2}\left[\varphi_{1}(a+x)\right]
$$

The slope of this characteristic increases rapidiy in comparison with the initial one and is even negative. At signal $x=a \quad$ such that $\frac{d y}{d x}=1$ the static response (assh line in Fig.2) has a aiscontinuity. The magnitude $a$, is always smaller than the magnitude of $a_{k p}$ therefore the external response is shifted much to the lert of the initial one. The margin of zero stability of such a flip-Ilop is much less than that of its constituent elements. It may even de negative.

The effect of the response of the flip-ILOp aiscussed reLative inputs $b$ does not dirrer at all Irom the external characteristics of a Ilip-Ilop with dioae summation of signals becauseat $a=1$ (Fig. li). the signal boy because $y=\varphi_{1}(a+x)>1$ Thus, the magnitude of the output signal of the diode part of AND is determined by the magnitude of $b$. At $a=0$, Fig. $1 g$, the way in which signals are summed in element $O R$ does not affect the form of characteristics at all. Comparison of 2 flip-flop external responses with arithmetic signal summation of rig. 2 and Fig. If and $g$ leads to the conclusion that the smallest stability margin can be either in a response with positive feedback; Fig. 2 , or that characteristic at $a=1$,i.e. responses of the element AND. A flip-flop should evidently be calculated and monitored by critical points of these two responses.

An ther example is representation of external responses of a flip-flop which is memory on two inverters $x_{\tau}=(\overline{a+x})+b$ The schematics is shown in Fig. Ya. The case of diode summa tion is presented in Fig. 3b, c, d; of arithmetic summation in Figs $4 \mathrm{a}, \mathrm{b}$.
3. External characteristics of a synchronous flip-flop.

Let us discuss representation of external responses of a synchronous flip-flop ;more specifically, a counting flipflop type $x_{\tau}=a x+\bar{a} \bar{x}$. This, as other flip) flops, $c$ an be made of most various elements to obtain dirferent responses. We will reconstruct the characterustics of a flip-flop made of
most various elements to obtain ditierent responses. We will reconstruct only the characteristics of a flip-1lop made of magnetic-diode equivalence elements, because their representation and form are typical cases o dioce logic with pulse amplifiers of airterent forms. Counting flip-flops are intended for counting each pulse which apperrs at its counting input (or passing pulses at each control cycle). Therefore a dynamic counting $11 i p-110 p$ should pperate only in synchronous conaition and static response is meaningless for it. Dynamic characteristics are the relations between the magnitude of an output pulse and the magnitude of input signals in one cycle. But a feedback signal appears at the input only in a cycle which rollows the one where the inifial input signal was active. Therrore external dynamic responses of $11 i p-f l o p s$ are despite the presence of a feddback circuit responses of open loops whose one input signal depenas on the flip-flop state in the previous cycle.

The schematics of the Ilip-flop discussed is shown in Fig; 5 a. the upper group of hatched diodes pertorm the runction of logical multiplication; the potential at its output is always equal to the smallest (by modulo) potential of the input 2 and $x$.

By the expression $x_{\tau}=a x+\bar{a} \bar{x}$ if the signals $a$ and $x$ are equal the potentials of the upper and the lower groups of aiodes are equal, the cores are not remagnetized and the output equals 1. If one of the signals a or $x$ equals zero the potential of the upper group of dioces also equals zero, the potential of the lower group is maximal, the core remagnetizes and the output is zero.

The value of the input signal $x$ can be considered as a parameter for each characteristic which will reoresent the relation between the input signal and the output signal at constant talue of the feedback signal.

We can also treat the response as the relation b/otween the value of the output signal and the feedback signal $x$ at constant value of the signal 2 ; in other words a can be treated as a parameter because the signals 2 and $x$ are completely equal and symmetrical.

Thus $x_{c}=f(a, x)$
Let $x$ be equal to zero then at $\alpha=0, x_{2}$ is equel to 1 1. When the signal a increases (each time we take a new pulse With an increased space while $x$ is each time assumed zero) the demagretizing potential will increase and $x_{\tau}$ will decrease.

The shape of the input/output response depends on the response of the chain: Inwerse response of the core and the iterative response of the element $O R$ included in the flipflop, Fig. 5 b.

At $x=0.5$ the output reaches the value 1 when $a=0 ; 5$; at the values of signals $a=0$ and $a=I$ equal demagnetizing potentials will appear that are half the maximum. Therefore $x_{\mathcal{T}}$ is also 0.5 (the central response curve of Rig. 5b).

At $x=1$ and $\alpha=0, x_{\tau}$ is zero; when the signal a dincreases; $x_{\tau}$ also increases while at $\alpha=1 x_{\tau}$ is one; this means that we obtain the iterative response.

Thus depending on the magnitude of the feedback signal the flip-flop input/output response from inverse turns int/o iterative, paasing all intemediate stages as shown in Fig. 5b.

By the family of dynamic responses obtained we can analyses all possible cases of the flip-flop operation and malfunctions. E.g. let at $x=1$ the flip-flop receive the signal $\alpha=0.5$, then, by Fig. $5 b$ in the following half-period. $x \approx 0.5$. at the output. Suppose the signal $\alpha=0.5$ is again received; but now we have $x=0.5$, therefore $x_{\tau}=1$, etc. Consequently; if a series of signals of the magnitude I. 5 are fed to the flap-Ilop we will have a series of cycles $0.5 ; 1 ; 0.5 ; 1$, etcs at the output.

Ireating the imput parameter a as a parameter we can obtain a tamily of characteristics $x_{\tau}=f(x)$ at various values of a 8 (rig. 5c). This family of characteristics is convenient in that a minimal signal a can be found at which the flip-tiop operated without malfunctions, the evidence of which is its stabie characteristic. In Pig. 5c the response where $\alpha=0.85$ is also such a response.

It is eviaent that the relation between the ILip-fiop output signal and the state of its inputs can most illustra-
tively be represented as a surface where the height of each point depends on the values of a and $x$, Fig. 5d. This surface is bounded in space by a cube with sides equal to 41 . The family of response discussed above was obtained when that surface intersected with planes parallel to $x_{\tau} x$ (rig.5 c) and parallel to $x_{\tau}$ a (rig. 5 b).

For operation without maffuctions at zero and one as signals all sections of that suriace by taces of a cube snould have the form of stable response curve, while for opel ration without malfunctions at input signals greater than zero and less than one they should have a stable form of section oy planes that go along the appropriate axes at appropriate di distances. These conditions can be extended to dynamic flipflops with the number of vatiables above 2 whose input/output responses will be hypersurfaces in an n-dimensional space where ( $n-1$ ) is the number of the flip-flop inputs. The section of the hyperplanes bu faces of n-dimensional cubes with coordinates of the vertices 0,1 should be stable input/output responses (meet the conditions of stability), while the sectionsof these hypersurfaces by planes parallel to planes of ndimensional cubes and going through these cubes enable to determine the permissible errors between the signals and zeroes and ones when the operation of flip-flops is still stable.
the methods of representing the external responses in flip-flop can evidently be extended to other types of sequential circuits which are closed loops of elements connected in series.

This is also true for the properties introduced by the wey in which signals are summed in reedback loops. These properties can perhaps be assumed independent of the number of states in elements connected in series and will affect equally the external responses istics of both llip-flops and other types or sequentiai circuits with reedback loops whose signals are summed with external signals.

## conclusions

The analysis which involved several Hlip-flop typical of sequential circuits most wilely used in industry seems to show that:

1. To determine the stability of sequential circuits it is generally essential to know, apart from the responses or open loops (internal responses) of elements, the characteristic of clossed loops of elements relative the external input and output signals, i.e; the external responses.
2. Whe form of aynamic ana static responses of flip-flops ana other sequential circuits is suostancialiy aepencet on the way in which summation is performed in feedback loops. In logical elements there are two kinas of summation which make two kinds of reedback.
a) Diode summation (akin to logical summarion) at which the output signal of the element summing part is equeal to the magnitude of the greatest input signal and does not aepend on the magnitude of other input signals.
b) Aritnmetic summation.
3. In dioce summation of input signals in flip-flops and other sequential circuits Ieedback signals do not increase the gain of external aynamic responses in comparison with the gain in internal of these circuits.

In external static responses of $\mathrm{flip-Flops}$ and other sequential circuits a relay discontinuity can appear where 'this aiscontinuity appears in the internal aynamic characteristyc unstable equilibrium point in a chain of elements that make the circuit which receives the control signal.

The stability margin of sequential sustems is determined by the worst of the internal responses, or responses of separate sequential elements and decade-type chains which make the circuit.
4. In arithmetic summation of input signals inflip-flops and other sequential circuits the feedback signals increase drast drastic ally the gain of their external dynamic responses so that an unstable region may appear in the responses as well as negative slope and a relay discontinuity. This decreases the stability margin of the circuit in zero and one.

Static responses of such flip-flops have a relay discontinuit at signals which are far less than the abscissa of flip-flops initial internal responses instable equilibrium point. Therefore the worst responses of flip-flops with arith-
metic summation are their external responses whose critical points must be used in flip-flops monitoring.
5. In practical operation of flip-flops with diode summation, the sumation of signals can be closer to arithmetic suramation than to the ideal diode summation. This happens due to high resistance in signals sources and non-ideal properties of diodes. Therefore in such flip-flops the external responses are to be monitored equally with internal responses.
6. Static and dynamic responses of synchronous flipHlops should not differ more than the feasible values of zero and one signals. Therefore not only pulses of a certain duration whose rnytm coincides with that of the $11 i^{\prime}$, flop operation can be treated as syncnronous signals, but asso pulses of a certain magnitude sufficient for complete switching of flip-fiops in one cycte.
7. Extermal dynamic responses of aynamic tlip-flops used oniy in syncnronous operation, in particular of counting 土lip-flops coincide with internal dynamic responses of these flip-fiops which are functions of all flip-H゙ $10 p$ inputs including the feedback input.
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# 123 <br> 8.3 <br> PRIMARY DATA PROGESSING DEVICES OF CONTROL COMPUTERS OH QUANTUM MAGNETOMRASUREMENY PRINCIPLISS 

prof.Titshenko N.M., prof. Lisenko A.P., doz.Kudxjavtsev V.B. MAI 3oscov USSR

In the report some questions of the $1 \mathrm{~m}-$ provement of the primary data processing devices loop of control systems are considered. This report is devoted to the quantum magnetomeasurement principles application for the creation of precision direct and reverse converters and functional units, representing a new system of magneto-frequency devices.

The primary data processing device theory deals with the questions, conceriing the projecting of the automatic control system functional units management and control. They are designed to receive the technological processes data in the objects and ite transformation in the form, thet is convenient for processing by digital computers (digital electronic computer).

The section of the control syatem theory is now being developed. The necessity of such investigations is explained by the essential contour parameter influence on the controlled devices efficiency and by the significant specific gravity of the number of its elements from the general system element number, up to $60-70 \%$, including the digital computer. The necessity of the electrical parameter converter development with the high accuracy (to 0,01-0,005 \%) and angular displacements, for instance, on the level of some units of angular seconds or its fractions into the impulse following frequency or into the code is the practical problem of importance.

The constant tendency to the accuracy increase and control trustworthiness and the growth of the object complexity leads to the necessity of the present technical means perfection and to the development of new development principles of the primary data processing devices: the converters of the "analog-coden type, "angle-code", and some analogous reverse converters.

In projecting represented in the works by Glushkov VoM., general requirements to the contour data processing is defined
by the requirements to the syetems of higher order. In accordance with it some controlled parameters sets of the object, the general view of the control system work algorithm and its structure schere are considered to be known (see the first stepe of the synthesis eigorithm in Pigit ${ }^{3}, 2,3$.

According to it some definite possibilities ars contained in the synthesis approach of data processing devices on the basie data converter complex projecting, communication liner, compareforg and comutators. However the most radical decisions are the basis of the main functional block construction principles. In improving these construction principles the main attention was paid to their accordance with the system control irequeacy requirements, which have some essential advantages. For the anslysis and comparison the generalized block-diagramm of the automatic control system with a digital computer and unified parameter in the form of the impulse following frequency was taken. The use of precision frequency converters in such control systems permits to decide the following problems:

1. To eliminate too complex comparing devices on the direct current, which reduce the accuracy because of the ageing of the component parameter and atandaxd.
2. To increase the control system reliability by the application of noncontact commatators; they do not reduce the control accuracy in using impulse signals in communication 1ines.
3. To increase considerably the control system potential accuracy, because the standard frequency stability is higher some orders the standards stability of emf.
4. To simplify the object coupling with the controlled macnine, because the frequency data is efficiently converted and coded for the input to the digital computer.

This implies of the considerable influence of the construction frequency method of data-processing devices on all synthesis steps of primary data processing devices (fig.1). The optimal synthesis sequency is the special research object.

The development of the nuclear spectroscopy principles is the natural direction of the construction principle improve-
ment of frequency converters of the "anslog-code" and wanglecode" type, which are the besis of the primary data processing devices loop. The initial devices of the quantum type have been originated from the nuclear spectroscopy (lasers and masers with the radiotechnical range).

The nuclear spectroscopy deals with atomic constants, for instance, in the form of the gyromagnetic relationship of a maclear or g-atom factor3., The use for the convertion process of such constan is the logical development of the irequency convertion technology. It bas been earlier reflected in the works on the precision electromechanic converters development with camerton, string and quartz generators ${ }^{3,4,7}$.

The analysis of the substance spin particle interaction of different types, which is in various aggregete states with the magnetic and electric field has shown that it is expedient to use some types of the nuclear magnetic resonance nonatationary methods for the precision transformer construction. They include a double optical resonance (at normal temperatures) and free precession (in a cryogenic version), as far as they give the precision measurement possibility of weak and supperweak magnetic fields. The latter promotes frequency quantum converter creation with the rather high input resistance, small IIne width and the absolute output performance linearity: 3,9

$$
\begin{equation*}
f=K \cdot H_{\Sigma}, \tag{1}
\end{equation*}
$$

where $\quad H_{\Sigma}=$ the strength modulus of the magnetic field made by controlled signals in the spin system zone;
$f$ - the frequency on the converter output.
The signal frequencies received at the spin system output are in the range of some kHz to $1-1.5 \mathrm{mHz}^{2,10}$. This range is convenient for the quickwacting automatic control system designing.

The figure 2 shows the block-diagramm of the quantum converter, which is steady to the outer disturbances. The converter is constructed according to the differential scheme, based on two frequency sensors (1 and 7).

The double optical resonance atom phenomenon of one of elkali metals (rubidium, cesium, potassium) is used in quantum frequency sensors. These metals vapours are in the ciosed thermoatatio sbsorption chamber 4 (Fig, 3) 9,11 . The absorption chamber is rediated by the radiation source I on the resonance wavelength with the polarized light through the polarizator 2. The light flux intensity fixed by the photodiode 6 at the absorption chamber exit is changed, in case the strength with the frequency (I) is given on the auxiliary solenoid. 5.

The converter dipferential diagram allows the Earth magnetic field influence to be excluded end the requirements to the system screening factor should be considerably reduced. In some cases the screen may be exciuded completely ${ }^{11}$.

Bach frequency sensor may be covered by the positive feedback network with amplifiers 13 and 15 , and as a result of it the harmonic stresses of quite definite, equal frequencies are generated in the outputs with the work steady-state and in the absence of the input signal.

The rest blocks are not used in the regime of electric signal conversion.

According to the indicated scheme the frequency measuring instrument of phase shifts can also be designed, it each sensor is oxited by the signals with compared phases, from the block 19 (Fig. 2).

In feeding the magnetic loop in the shape of the Gelmgoltz rings, 4 or 3 of one of the sensors to the controlled current source the frequency of the sensor is changed. The constant of the exitation magnetic loop in usiog the Gelmgoltz rings on quartz frames can have the stability of $2.10^{-5}$ order and even better. As a result of it the sensor frequency deviation and the difference frequency in the differential scheme output 17 is defined, in general, by the controlled signale value ${ }^{6,11,12}$.

In controlling stresses the main error is introduced by the additional resistance instability, successively included with the Gelmgoltz rings. The use of precision manganin resistances of 0.005 class made in "Vibrator" limits this error
by the value $6 \div 7 \cdot 10^{-3} \%$ during some monthe of the contimous work.

When both frequency sensors are exited by the Gelmgoltz rings 4 and 9 by applying some current, then the tuen of one of $i t$ relative to its initial state gives the difference frequency signal again. This results from the fact that the auxiIiary magnetic fields $H_{0}$ and $H_{o \gamma}$ together with the Barth $T$ field form the vector sum $\bar{B}_{1}, \bar{B}_{2}\left(\bar{B}_{\gamma}\right)$ (Fig.4); the vector modulus (such as $\overline{\mathrm{B}}_{1}$ and $\overline{\mathrm{B}}_{2}$ ) at their mutual displacements appear to be different in each frequency sensor zone.

Since the attained quantum magnetometer sensitivity is not less than $0.01 \gamma\left(1 \gamma=10^{-5} 9\right.$.), the angle sensitivity at the field of $50000 \gamma$ order appears to be equal to $2.10^{-7}$, that is the hundreds of the angle second ${ }^{5,12}$.

Thus, the block-diagram of differential type in Fig. 2, in case of another construction, transfers into the relative angle displacement precision measurer of two neighbouring sensors placed side by side.

According to the vector diagram in Pig, 4 the vector modulus change $\bar{B}$ at the turn of one sensor is:

$$
\Delta B^{\alpha}=\Delta\left(B_{1}-B_{2}\right)=\sqrt{\left[H_{r}^{2}+H_{0}^{2}\left(1-\frac{H_{0} \Delta \alpha}{H_{r}+H_{0} \Delta \alpha}\right)^{2}\right]^{2} \frac{\left(H_{r}+H_{0} \Delta \alpha\right.}{\left.H_{r}\right)^{2}}+H_{B}^{2}}-B_{2} \text {, (2) }
$$

where $\Delta \alpha$ - vector turn angle increment $H_{0}$ at the horizont plane.
$H r=T \cos I, H_{B}=T$ sin $I, I$ - angle inclination of the vector $I$ to the plane xoy.

As the assumption to the drawing of the formulae (2) (and below for 3 and 4) it is accepted, that we may have the equality of vectors $\bar{B}_{1}$ and $\bar{B}_{2}$ by alignment the system in its initial position (The field tuning is made by the current source 14).

The additional angular displacements of shafts $I$ and 2 on the angles $\Delta \beta$ and $\Delta \gamma$ also give the modulus value change, which is found similarly:

$$
\begin{align*}
& \Delta B^{\beta}=\sqrt{\left[H_{B}^{2}+H_{0}^{2}\left(1-\frac{H_{0} \Delta \beta}{H_{B}+H_{0} \Delta \beta}\right)^{2}\right] \frac{\left(H_{B}+H_{0} \Delta \beta\right)^{2}}{H_{B}^{2}}+H_{\Gamma}^{2}}-B_{2}  \tag{3}\\
& \Delta B^{\gamma}=\sqrt{\left[H_{B}^{2}+H_{0 \gamma}^{2}\left(1-\frac{H_{0 \gamma} \Delta \gamma}{H_{B}+H_{0 \gamma} \Delta \gamma}\right)^{2}\right] \frac{\left(H_{B}+H_{0 \gamma} \Delta \gamma\right)^{2}}{H_{B}^{2}}+H_{\Gamma}^{2}}-B_{2 \gamma} \tag{4}
\end{align*}
$$

where Hor - field strength made by loops 3 and 8 (the loops 3 and 8 are used only at the $\gamma$-angle trans formation).

The Fig. 5 snows that in real precision devices when the low singular displacements is transformed, disadvantages of shaft bearings and the presence of insignificant angles $\Delta \beta$ and $\Delta \gamma$ largely influence the angular transformaion accuracy $\Delta \alpha$ into the code. Particularly, at $I=5.10^{4}$ gamma, $H_{0}=10^{4}$ gemma, $I=72^{\circ}$, the molulus difference values of vectors on the formulae 2 and 3 (the curves $\alpha$ and $\beta$ ) and the modulus difference value and the displacemont as over the angle $\alpha$, as over the angle $\beta$ (the curvas $\alpha+\beta$ ) at $\alpha=\beta$ and $\alpha=0.5 \beta$.

The extent of the value change $\Delta B^{\alpha}$ in terns of $\beta$, and $\Delta B^{\beta}$ in teams of $\gamma$ at the precision measurements is rather high; therefore for the signal separation for angles $\alpha$ and $\beta$ (or $\beta$ and $\gamma$ ) it is necessary to apply a special technique.

Using the reiationships 2 and 3 we may find, that under the angular control $\alpha$ and $\beta$, defined values $H_{r}$ and $H_{B}$

$$
\begin{equation*}
\Delta B_{1}^{\alpha}=\left(\frac{\partial B}{\partial \alpha}\right)_{1} \Delta \alpha+\left(\frac{\partial B}{\partial \beta}\right)_{1} \Delta \beta \tag{5}
\end{equation*}
$$

and at the changed meaning of one of the support field component $H_{B}$ (by the current supply to the magnetic system 5).

$$
\begin{equation*}
\Delta B_{2}^{\alpha}=\left(\frac{\partial B}{\partial \alpha}\right)_{2} \Delta \alpha+\left(\frac{\partial B}{\partial \beta}\right)_{2} \Delta \beta \tag{6}
\end{equation*}
$$

The meanings of angular increments $\alpha$ and $\beta$ are taken unchanged.

Correspondingly at the angle control $\gamma$ :

$$
\begin{align*}
& \Delta B_{q}^{\gamma}=\left(\frac{\partial B}{\partial \alpha}\right)_{3} \Delta \alpha+\left(\frac{\partial B}{\partial \gamma}\right)_{1} \Delta \gamma  \tag{7}\\
& \Delta B_{2}^{\gamma}=\left(\frac{\partial B}{\partial \alpha}\right)_{4} \Delta \alpha+\left(\frac{\partial B}{\partial \gamma}\right)_{2} \Delta \gamma \tag{8}
\end{align*}
$$

where $\frac{\partial B}{\partial \alpha_{i}}, \frac{\partial B}{\partial \beta_{j}}, \frac{\partial B}{\partial \gamma_{k}}$ - partial derivatives of the expressions $2,3,4$ on the coordinates $\alpha, \beta, \gamma$ at the indtial and changed value of $H_{B}$ component.

Differentiating the function (2) over $\alpha$, and the functions 3 and 4 according over $\beta$ and $\gamma$, we obtain, that at the partial field compensation the required angle $\alpha$ is dofined in general by frequencies $\Delta f_{1}$ and $\Delta f_{2}\left(\Delta f_{i}=K \Delta B_{i}{ }^{\gamma}\right)$ in the following way:

$$
\begin{equation*}
\alpha=\frac{1}{k} \cdot \frac{\Delta f_{1}\left(\frac{\partial B}{\partial \beta}\right)_{2} /\left(\frac{\partial B}{\partial \beta}\right)_{1}-\Delta f_{2}}{\left(\frac{\partial B}{\partial \alpha}\right)_{1}\left(\frac{\partial B}{\partial \beta}\right)_{2} /\left(\frac{\partial B}{\partial \beta}\right)_{1}-\left(\frac{\partial B}{\partial \alpha}\right)_{2}} \tag{9}
\end{equation*}
$$

The $50 \%$ compensation 02 the vertical component, if to aubsititute the derivative meanings from the formula 2 and 3 into 9, gives:

$$
\begin{equation*}
\alpha=\left(3,7 \Delta f_{1}-2,64 \Delta f_{2}\right) \cdot 10^{-3} \tag{10}
\end{equation*}
$$

If the construction is made thoroughis enough and the shaft beat epproaches $0(\Delta \beta=\Delta \gamma=0)$, the converaion process of the mutual sngular position into the code is substantially simplified. In this case it consists of the measurement of the vector modulus incsement $\Delta B_{1}$. Thie measure. ment is made by the single frequency difference definition of two quantum sensors when the compensative magnetic systems are switched off.

The investigation of the sensor effectiveness increased possibility of the proton-preciaion type (PPS) by deep cooling of the working substance and receiving elements shows that in such constructions we may have significant advantages over the common sensors of proton-preciaion magnetometers.

The increase of "signal-to-noise", the quick-action rise, and the sharp power decrease used by the polarization is attained. This is connected with the themmal noise decrease and the increase of the working substance magnetic receptivity in the form of liquid gases 5,13 .

The Pig. 6 shows three types of cryogenic measures, the work conditions of which agree with that of creotrons: duar, cooled reception winding, polarizing liquid gas. The mentioned measurers while freezing the field provide the control of instantaneous electrical values ${ }^{14}$, the stable oscilletion generation ${ }^{13}$, and the measurement of the magnetic field compo nents. ${ }^{14}$

For calculating of the precision magnetic systems of the above mentioned devices it was developed the common computation algorithm at the arbitrary form of the exited contour envelope $y=f(x)$, based on the common expression for the circular contour strength through Iagandr' polynoms: $H_{x}=\frac{I \sin ^{2} \varphi}{\rho} \sum_{n=1}^{\infty}\left(\frac{r}{\rho_{0}}\right)^{n-1} \rho_{n}^{\prime}(\cos \psi)\left[\cos \theta \rho_{n}(\cos \theta)+\frac{\sin ^{2} \theta}{n} \rho_{n}^{\prime}(\cos \theta)\right]$ $H_{y}=f\left[y, \rho, \rho_{n}(\cos \psi), \rho_{n}(\cos \theta)\right]$.
The winding discrete state - its step and the unequal distribution over the cross-section - are specified in the algorithm. The design examples show, that by using of the given algorithm we may specify the meaning of the strength and gradient, because the field design accuracy must agree with the high gyromagnetic relation accuracy.

Using the known equations, for defining "signal-tonoise" ratio of spin systems ${ }^{10}$, the concrete values for some quantum sensors constructions were defined.

The solenoids, the Gelmgoltz rings and some kinds of optical systems in various combinations, characterised by a different construction complexity are used in mentioned constructions.

The converter construction on the tiny double Gelmgoltz rings has the minimum size and best qualities.

For this construction the frequency shift indicatrix was defined because of disturbances $\quad \Delta B_{\Pi}^{\zeta}=f(|\bar{B}+\bar{\Pi}|)$, where $B_{1}$ - the field stre in vector modulus in the sensor area, $\eta$ - the disturbance signal, which acts under $\alpha_{0}$-angle to this Pield.

It was proposed a converter deaign algorthm, according to the technical requirements, based on the received data (Pig. 7 ).

The table I shows various magnetic-frequency devices, anelysed for some tealization types.

## CONCIUSIONS

I. The basis of the development of the DC primary data processing loop converters were received on the quantummagnetometij principles. They allow to increase the electrical
paremeters conversion accuracy and angular displacements into the code. New types of precision converting devices, uaing nonstationary methods of the muclear magnetic rasonance and radioscopy constants, known with $2,10^{-3} \%$ accuracy are deve1oped.
II. The possibility of the increased convertion efficiency in using new physical methods is given theoretically and experimentally. These methods have not been applied to the control systems to data. As the key of the main converters block, the magnetic masers with a higher sensitivity to the amallest magnetic fields are used. The deep cooling effect was used to increase the convertion eificiency, and also new methods of the nuclear aignal reception in creagenic devices.
III. The analytical design technique of the electrical parameters convertion channel into the code according to the given requirements to the convertion accuracy, to the contimous stability and quick-action is developed.
IV. The magnetometric principles construction possibilities of the primary data processing loop devices are illustrated by the set of new functional block devices widely used (of the phase converter type, amplifier, reverse frequency converter, standard generator of the alternating frequency and etc.). and which characterise the new system of magnetic-frequency devices.
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Fig. 1. The synthesis stages of the primary data processing loop devices.
Fig. 2. The block-diagram of a quantum converter:
1 and 7 - quantum sensors, $3,4,6$, and 8,9 , - orthogonal Gelmgoltz rings.
5 and 10 - feed sourse of the radiator
12 - Iow frequency filter.
13 and 15 - amplifiers in the reverse sensor network.
14 - phasometer of the synchronisation system.
$14^{1}$ - the block for the modulus tuning $B_{1}$ and $B_{2}$; the former and the definition block of two sensors frequency difference.
17 - corrector
18 - low frequency filter.
19 - Low frequency generator.
20 - program block.
21 - recording device.
22 - the calculator.
Fig. 3. The converter devices elements.
Fig. 4. The vector diagram to the measurer action principle of angular displacements.
Fi.g. 5. The dependence of the magnetic field vector modulus increment on the angle turning.
Fig. 6. The cryogenic strength measurer.
( 1 - the thermal isolation,
2 - cooled working winding.
3 - signal precession preamplifier
4 - amplifier
5 - irequency meter.
6 - iiquid nitrogen.
7 - liquid hydrogen.
8 - internal duar. )

Pig. 6 a. The inatantaneous meanings meter of electrical signals
( 1 - duar,
2 - superconductiag cylinder.
3 - the aolenold, flowed by the controlled current.
5 - commitator.
6 - amplifier.
7 - frequency meter.
8 - controlled signal source.
9-cylinder driving.
10 - driving control scheme.)
Fig. 6 b. The frequency sensor of "angle-frequency" type.
1 - code disk driver with the minimized discharge
2 - reader.
3 - code diak.
4 - controlled current source.
5 - shaft.
6 - the sensor framework.
7 - solenoid.
8,9 - internal duars.
16 - movable magnetic loop.
15 - the acheme of comparison for the 1-driving switch.
(in case the accurate irequency meaning is not correspondent to the given code in 4 - block input.)
Fig. 7. The converter design algorithra according to the technical requirements.


Fig. 1


Fig. 2


Fig. 3


Fig. 5


Fig. 6


Fig. 7

## КААССИФИКАЦИЯ МАГНИТОМЕТРИЧЕСКНХ УПОН

| THI YCTPOL゙CTB | ЯАЕРНО－ПРЕЦЕССИОННЫЕ（ $\mathrm{C}^{9}$ ） |  |  |  | KBAHTOBDE（ $\mathrm{C}^{\text {a }}$ ） |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  | मорलツ ${ }^{3}$ |  | АННЫE | ［KPमar enfole |  | EमLLAAAHDE |
| УCUALTEAU $=$ TOKA |  | ＊ |  | ＊ | ＊ | ＊＊ | ＊ | ＊＊ |
| УСИАИTEAH $\approx$ TOKA |  |  |  |  | ＊ | ＊ ＊ | ＊ | ＊＊ |
| СТАБНАНЗАТОРЫ TOKA |  | ＊ |  |  | ＊ | ＊＊ | ＊ |  |
| СТАБНАНЗАТОРЫ ПО＾Я |  | ＊＊ |  | ＊ |  |  | ＊ |  |
| ГЕНЕРАТОРЫ КОАЕБАНИЙ |  | ＊＊ |  | ＊＊ | ＊ | ＊＊ | ＊ |  |
| ПРЕЕОРАЗОВАТЕЛИ „TOK－ЧАСТОТА＂ | ＊＊ | ＊ | ＊ | ＊ | ＊ | ＊＊ | ＊＊ | ＊ |
| ПРЕОБРАЗОВАТЕЛИ ．УГОИ－ЧАСТОТА＂ | ＊＊ | ＊＊ | ＊ | ＊ | ＊ | ＊＊ | ＊＊ | ＊ |
| ПРЕОБРАЗОВАТЕАИ „ФАЗА－ЧАСТОТА＂ |  | ＊ | ＊ | ＊ | ＊ | ＊ | ＊ | ＊ |
| ОБРАТНЫЕ ЧАСТОТНЫЕПРЕОБРАЗОВ． |  | ＊ |  |  | ＊ | ＊ 米 | ＊＊ | ＊＊ |
| НЗМЕРИТЕАИ СВЕРХСААБЫХ ПОАЕЙ | ＊ | ＊＊ |  |  |  |  | ＊ |  |
| НЗМЕРИТЕАИ СОСТАВАЯЮЩИХ МП |  | ＊＊ |  |  |  |  |  |  |
| СННХРОННО－СЛЕДЯЩИН СНСТЕМЫ |  | ＊＊ |  |  |  |  | ＊＊ |  |

*     *         - С ПОВЫШЕННОН ТОЧНОСТЬЮ

> HUSAEDDTMENSIONAL FXTTBAPOLATIOA FOR OPTIMAL CONTROL AnD DESIGNING
> J.A.Rastrigin, professor, DiSc. (Tech.) Vol. Trahtenberg, Caad.Sc. (echo) Latvia SSR Academy of Sciemcies, The Institute of Electronics and Computers, USSR

Ono of the major problems of modern automation is arestin of seif-adjusting automatic control systems adapting to changing conditions so, that oxtromus of a specified functioneal (performance criterion) could be maintained. The prob lem of the system adaptation to changing conditions is for mulated 0 P follows.

Let us assume that Inunction

$$
\begin{equation*}
I=I(X, A) \tag{I}
\end{equation*}
$$

is the dependence of performance exitorion of the syoteris on its controlled parameters, which axe charectemized by the vector $X=\left(x_{1}, \ldots, x_{n}\right)_{0}$ sud on external conditions or situation $A=\left(Q_{1}, \ldots, Q_{m}\right)$ wherein the system operates. (The situation is assumed to be completely ropreaezted by $I n$ numbers $Q_{1}, \ldots, Q_{m}$ ). In general case the relation ( $(x)$ may bo nonformilized.

Let $S$ be a sot of all possible situations $A$, while $U$ be a set of permissible controls $X$. Then the problem of the system optimal adaptation will be solved if we have foand an algorithm or ass operator of the conversion $S \rightarrow U$, that give to each vector $A$ from the set $S$ of possible system states the vector $X^{*} \in U$ of optimal system pargnetors extremizing its performance cxitezson (I), eg. $I\left[X^{*}(A), A\right]=m i n$. In such a way, determination of the dependence $X^{*}=X^{*}(A)$ solo ven the adaptation problem (the problem of the situation $A$ identification is assumed to have been solved).

The moat versatile method of the system adaptation is a search $[I, 2]$, which allows to extremize a specified criterion (I) by collecting the information about the object behaviour
for the purpose of shading iteooptimal response $X^{*}$ for pew conditions.

However, if the dependence (I) is not foxzelized, the search should be performed directly on the object in real time scale what considerably reduced the efficiency and operativeness of adaptation. It very often happens that search on the object is prohibited or considerably limited because of technological considerations. In this cases it is advantageous to solve the problem oi the syaters adaptation applying aexchless methods. As a such method of the system ailaptation to a new situation one spy use learning frons the results of previous experience.

Hst us assume that for a number of different situations $A_{i}(i=l, \ldots, k)$ we have obtained the corresponding optimal psremoter by some definite wry:

$$
\left.\begin{array}{l}
A_{1}-X_{!}^{*}  \tag{2}\\
A_{k}-X_{k}^{*}
\end{array}\right\}
$$

Let us naze this set of correspondencies by instructive sequonce. It is evident that (2) can be considered as being the results of observation of an ukacwn functional. dependence

$$
\begin{equation*}
X^{*}=F(A) \tag{3}
\end{equation*}
$$

Then the problems of determination of optimal system parameters in a particular new situation $A_{k+1}$ reduces primarily to restoration of said dependence (3) according to given $k$ obser rations, and then to determination of a values of $X_{k+1}^{*}$ is a point $A_{k+1}: X_{k+1}^{*}=F\left(A_{k+i}\right)$, In such formulation tho problem can be solved, for example, with the help of potential functions method [3], stochastic approximation methods [4], or by means of iterative procedures [5] similar to the abovementioned methous.

But these methods provide aatiefactory restoration of an unknown dependence (3) only with a sufficient number of obserw rations. Besides, the efficiency here greatly depends on the choice of function system, linear combination of which approximates an unknown functional dependence. This means that to
ensure functioning of the mentioned procedures one should bay 2. considerable a prior information bout the function's bensviour (3). But in practical situations and especially ia problems of optimal designing the iztorsation about the behaviour of the mentioned frometion is vary poor and is not able to proVide the basis for the choice of function system by which the function (3) is expanded. Moreover, a mummer of observations is practically always very meal what likewise binder the chaice specified above.

Below is suggested and analyzed a method conventionally called a method of rultidineasional linear extrapolation with the kelp of which it is possible to find surifeientis valid evaluations fur optimal system packueters in a new situation on the basis of rather limited previous experience. SpocificelIV, a number of observations $k$ can be smaller than the dimersion of a space of situations:

$$
\begin{equation*}
k \leqslant m \tag{4}
\end{equation*}
$$

Multidimensional linear extrapolation method According to the suggested method, value e for optimal system parameters $X^{*}$ in a new situation are found by the following way [6]. Across the vectors, being a part of instructive sequence, ia a space of situations $S$ and in a space of optimal solutions $U$ correspondingly, hyperplanes $S^{\prime}$ and $U^{\prime}$ are drawn. Evidently, any element $A^{\prime} \in S^{\prime}$ in an assumption about the space of situations linearity may be represented in the lori of linear combiaation:

$$
\begin{equation*}
A^{\prime}=A_{1}+\sum_{i=1}^{k-1} \lambda_{i}\left(A_{i+1}-A_{1}\right) \tag{5}
\end{equation*}
$$

wherein - coordinates in a base constructed from the elements of instructive sequence. If , then in this situation it is suggested to use vector specified by expression:

$$
\begin{equation*}
X=X_{1}^{*}+\sum_{i=1}^{k-1} \lambda_{i}\left(X_{i+1}^{*}-X_{1}^{*}\right) \tag{6}
\end{equation*}
$$

as an estimate for the vector of optimal. system parameters. That is, a linear relation between hyperplanes $S^{\prime}$ and $U^{\prime}$ is
forged. Ia such a way, the required functional dependence is Iinesmized on subspacea $S^{\prime}$ and. $U^{\prime}$ what allows to piud the value of a vector of optimal syster parametrens by linear extrapolation for any aituation $A^{\prime} \in S^{\prime}$.

If the new eltumtion $A$ does not bslong to the hypexpleme $S^{\prime}$ it is easily identipied with the mearest, in a cortain sonse, sitruntion lying in $S^{\prime}$.

To do this, a metric is iztrodzced is the space of situations, which allows to bring in correspondence to each paix of situations a nusbes $\rho$, specilying the pensure of thoix closeness, e.g. the distance between them:

$$
\begin{equation*}
\rho\left(A, A^{\prime}\right)=\left|A-A^{\prime}\right|^{2} \tag{7}
\end{equation*}
$$

In this case the siturtion $A \in S$ will be identified with its orthogonal projection $A^{\prime}$ on a hyperpleas $S^{\prime}$.

Ideatification of $A$ wna $A^{\prime}$ esceutielly means that properties of the subspace $S^{\prime}$ are spread over or axtrapolated on a surrounding and close to it region of a space $S$.

Rxtrepolation algorithem can be reprosented in the form of

$$
A \equiv A^{\prime}-X=X^{*} \quad \text { (8) }
$$

Directly from this algoxthri follow conditions of its application. Thus, given method is reasonable to carxy out only in case when the folloming conditions are fulfilled.
I. An area $S$ of the situation perameters change is susficiently sesall, so that to maintain quality of the system within the desired range it is onough to correct optimal. system paremeters (without changing its atructure).
2. There is some experience of optimal adaptation of the system to some situations within the area $S$, the instructive sequence being based on it.
3. An ukkown'fuactional dependence (3) may be lineanized Within the area $S$ with reasonable accuracy.

The latter condition with $K \leqslant m$ is not valid at all., es with absence of a priori information about the function (3) a number of observations $k$ is not supficient for unique determination of linear transformation $S \rightarrow U$. If the length of instructive sequence is more than the dimension of the situa -
fion space the latter condition for the zethod application in weakened: it should be assumed that an malonown fuactional dopeadanse (3) can be iinearized with sufficient accuracy within the enviroxsent of $q<k$ points $(q \leqslant m)$ inom an axes $S$. In this case, a value for $X^{*}$ is deternined by the nearest $q$ (in a sease of introduced metmic) to the situstion under investigation without using an available observations.

The choice of representation for the prosdrity function and optrinal meaning of $q$ can be made by the following way. Let us semove the $i$-th element of inatructive sequence and extrapolate solution according to $A_{i}$. The vector obtained, generally speaking, does not coincide with exdatiog $X_{i}^{*}$. Discropaney

$$
\begin{equation*}
\Delta=\sum_{i=1}^{k}\left|X_{i}^{*}-X_{i e}^{*}\right| \tag{9}
\end{equation*}
$$

detergines efficiency of the choice of prosibilty fuaction and
$q$ optimua. That is why optimal choice of proxisity function must minjuize this discrepancy.

Theoretical investigation of the effect of the selation between the leogth $k$ of instructive sequence and the dimansion $m$ of the situation space on the value of average integral loss $\delta_{F}$ of the system periormacice within the range of ita possibla states was camied out for the cases of linear end non-linear dependence (3). It trumed out, that in both cases the $20 s s$ steadily decrease as $K$ appsoaches $m$ ․ With $k>m$ the lineor function is restored cosractiy nud the loss equals to zero. In case of noz-linoar function local-limear approximation is accoraplished.

FOI compaxison, averege integral loss $\delta_{F}^{*}$ of the system performance on restoring the same Punctions by "association" method vas detervined. According to this method a new situation is identified with the nearest one forning a part of instruc tive sequence. As shom in Fig.I, extrapolation method of linear dependence (3) restoring leads to substantially lesser inn tegral loss of the system pexfoxmance. The methods are equivalent only in ease when information about the function to be restored is negligibly small $\left(k \ll m\right.$, i.e. $\left.N=\frac{m}{k} \rightarrow \infty\right)$. Analogous picture is observed in case of non-linear dependence (3). H $7 \in W i c h$ lere the relative advantage of the specified ex-
trapolation method is reduced so Zar as linearization results in additional loss of the system performance.

Estimates for optimal system parameters found by extrapom lation are randon by firtue of accidental nature of previous experience. Investigations of statistical properties of these estimates by plurality of instructive sequencies showed that estimates are unbiassed and their dispersion decreases with increase of length of instructive sequence[7].

Some applications of the method. Some practicol problems were considered in respect to application of the suggested multidimensional linear extrapolation method.
I. The problem of optimal system designing is knomm $[8,9]$ to be connected with laborious procedure of finding optimal parameters with which the system meets most efficiently economic, technical and time requirements. Inevitable variations of individual initial conditions, characteristics, limita tions and the like, arising in the process of syster designing, lead to necessity of multiple repeating of given laborious calculations to correct optimal system parameters. DifPiculty of these calculations and, therefore, tine of the systern designing can be considerably reduced using the suggested extrapolation method.

To do this, a definite initial number of system parame ters corrections is performed applying known direct methods of multiparameter optimization. These calculations form the instructive sequence. Subsequent corrections are performed by extrapolation method based on this experience. It should be mentioned that instructive sequence can be fomed only from the results of optimization of the stable structure systen(see first condition of the method application). Vector of situation should completely determine all the conditions for which optimal solution was obtained.

Checking of the latter condition for the extrapolation method application is easily performed by the value of minimur discrepancy (9), which represents the method efficiency for given problem.
2. The problem of the function behaviour prediction (the function being preset in $M$ points of observation range)
ariounts to the choice of an analytical expression which in a ceitain sense most efficiently approxinates the function observed. Let us assume that from the previous experience it is known, that functions similar to those obsorved nay be in the best way approximated by polynomials of degree $n$ whore

$$
\begin{equation*}
n \geqslant m \tag{IO}
\end{equation*}
$$

It is known, that a problem of plotting a polinomis of degree $n$ across $m \leqslant n$ points admits a great nuaber of solutions. From all possible solutions one should choose the oniy least contradicting to results of the previous experience. To do this, the following instructive sequence is formed according to [8]. Components of vecter of situation $A_{j}$ are the values of previously observed $j$-th function in marked points of observation rangel components of the optimal parameters vector $X_{j}^{*}$ are values of coefficients of polynomial approrimating the $j$-th function in the best way. How, let us apply the multidimensional linear extrapolation mothod for finding estimates for coefficients of the polynowial sought and thus for solving the problem of prediction behaviour of the function being observed.

The following condition should be observed in this cases functions constituing a part of instructive sequence and observed anew should be close in the sense that they describe analogous processes occuring in analogous conditions.
3. The problem of a dynamic object identification consists in construction of mathematical model simply isomorphic to an object by behaviour. Structure and parameters of such a model are selected under condition, that with like input aignals of the object and the model, unbalance of their output signals should be the least in a certain sense. If structure of the nodel is determined, the problem of optimal adjustment is reduced to finding the vector of optinal parameters extremizing the index of output signals unbalanc?.

However, in real conditions properties of the object do not remain constant with time. Then necessity of continuous or periodic adjustment of optimal parameters of the model axizes. It had been shown [II] that in case of quasi-stationary object
the problea of model adaptation is conveniently solved by using multidimensional linear extrapolation mothod. A priori information about the object at a stage of instruction of a preaictor can be obtaiaed with the help of search nethods of the model self-adjustrent [IO,II].

As applied to the object identification problem, instructive sequence should set up a coxrespondence between a characteristic defining its current state and paremeters of a mathematical model of an object in this state. In the process of normal use either directly recordings of inpett and output signal.s, or theis statistical properties can serve as a characteristic of the object gtate. It is known [IO], that cross-correlative function of outyut and input signals of the ooject represents the most informative characteristic. In specific cases, it is allowed to observe the change of the object by the change of auto-correlative function of its output signal.

Fapioyment of any of the mentioned functions as a situation reguires their previous pararaetrizaition. Considering exceptional difliculty of conventional method of parametrization of correlation functions [IO], the work [TI] suggested simple method of representation of the function in the forss of a vector: direct values of the function are its components, e.g. corresponding to certain $m$ momente of the variable $\tau_{i}(i=1$, ..., m) values of $K_{y x}\left(\tau_{i}\right)$.

Experimental investigation of a process of adjustment of optimal paremetors of the model by extrapolation method vas carried out on a digital computer for the class of objects having monotonous transfer characteristic. The results obtained with statistical evaluations of cross-correlative functions confirmed possibility of suegested approach to 2 solution of the operational model adaptation problem. The least error is schieved when observing the eross-correlative function of an object.

## Conclusion :

I. A nethod of searchless adaptation of a complex sysien to multidimensional situation changes has been suggested and investigated.
2. The method is based on extrapolation of a previous be-
haviour accumalated in a process of optimal operation of the object under sinilar conditions. The diatinctive Peature of the method is that it allows to make weil-founded decisions with rather limited a priom intommation.
3. Experimental investigation of the method in problens of optinal desigaing, predictiag, identipication and control showed efficiency of rieveloped approach to the solution of adaptation problem.
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ON THE THEORY OF OPTIMAT CONTROI WITH BOUNDED . STATE SPACE VARIABLES
A.B.Kurzhanskii, Yu.S.Osipov

Sverdlovsk
U S S R
I. Introduction. The report is an extension of the theoxy presented in ${ }^{1,2}$ to linear control problems with bounded state space variables as well as to a mumber of related infi-nite-dinensional control problems. Problems of such kind had been considered in geperal setting and investigated from various points of view, (e.g. see ${ }^{3-9}$ ). For the linear problem necessary conditions of optimality had been obtained on base of general functional methods in paper 10 . It should be noted, however, that the properties of the Lagrange multipliers (which may be considered here as elements of corresponding functional spaces), and the detailed structure of the solu tions had not been discussed.

A notable feature of the problem considered here is such that even having found the Lagrange multipliers, we cannot be sure that it is always possible to determine the optimal control directly from the maximum principle. On certain time-intervals (those, in general, when the trajectory runs along the constraint) the computation of the optimal control requires some additional suggestions to be applied.This is due to singularities in the maximum principle which occurr in the in tervals mentioned above.

In this report we make use of the approach ${ }^{1,2}$ in order to study the properties of the Lagrange multipliers as well as to indicate certain means of investigating the problems concerned by approximating or even reducing them to corresponding finite-dimensional problems and to discuss the possibility of computing the controls throughout the whole time interval.
II. The optimal control problem with bounded phase coordinates.

1. Statement of the problem.

Given is a linear control system described by the differential equation

$$
\begin{equation*}
d x / d t=A(t) x+B(t) u+\omega(t) \tag{2.T}
\end{equation*}
$$

Here $x$ is an n -dimensional vector of the phase coordinates, $u$ is the r-dirensional control, $A(t), B(t)$, ace continuous matrices of corresponding dimensions, $\omega(t)$ is a given $n$ dimensional vector function which is the disturbance at the "put of the systerio Suppose that also given are:the initial vector $x_{\alpha}=x\left(t_{\alpha}\right), a$ convex terminal lattice $\mu$ andconstsaints

$$
\begin{equation*}
u \in U, x(t) \in X \tag{2,2}
\end{equation*}
$$

on the instantaneous values of $u(t)$ and $x(t)$. Sets $U$ and $\mathcal{X}$ are convex. and are supposed to contain the origin as an interior point. The set $X(t)$ varies semicontimuously in time $t$.

## Problem 2.I

Among the controls $u(t)$ which transfer system (2,I) from state $x_{\alpha}$ to the lattice $\mu \quad\left(x_{\beta} \in \mu\right)$ one is to specify the optimal control which ensures that $t_{\beta}^{0}-t_{\alpha}=\min$. 2. Conditions of solvability. The maximum principle. Suppose $\left\{t_{i}\right\} \quad N^{\text {is }}$ the set of points $t_{\alpha}+p(N)\left(t_{\beta}-t_{\alpha}\right) / 2^{N}$. where $P(N) \leqslant 2^{N},\left(N^{N}=1, \ldots, m, \ldots\right)$. Set $\left\{t_{i}\right\}$ is dense in $\left[t_{\alpha}, t_{\beta}\right]$.The problem $2 . I$ may hence be reduce to a countable moment problem

$$
\begin{align*}
& \int_{t_{\alpha}}^{t_{\beta}} h_{k}\left(t_{\beta}, \tau\right) u(\tau) d \tau=c_{k \beta}+x\left(t_{\beta}\right)  \tag{2.3}\\
& \int_{t_{\alpha}}^{t_{\beta}} h_{k}\left(t_{i}, \tau\right) u(\tau) d \tau=c_{k i}+z_{k i}
\end{align*}
$$

Here
$x\left(t_{\beta}\right) \in U ; z^{c i s}=\left\{\tilde{z}_{1 i}, \ldots, z_{n i}\right\} \in X\left(t_{i}\right) ; u(t) \in U, t_{\alpha} \leqslant t \leqslant t_{\beta}(2.4)$ functions $h_{k}(t, \tau)$ are the $\&$-th components of the $n$-vector
$h(t, \tau)=B^{\prime}(\tau) S(\tau, t),(d S(\tau, t) / d \tau=-S(\tau, t) A(\tau), S(t, t)=E)(2.5)$ and $h_{k}(t, \tau) \equiv 0$ if $\tau \geqslant t$.Numbersemay be found as the components of the vector
$c\left(t_{i}\right)=\int_{t_{\varepsilon_{\alpha}}}^{t_{i}} S\left(\tau, t_{i}\right)\left(a x(\tau) d \tau+S\left(t_{\alpha}, t_{i}\right) x_{\alpha}, c_{\beta}=c\left(t_{\beta}\right)\right.$
$\rho^{\left[h_{j}=\max _{u}\right.} \int_{t_{\alpha}}^{t_{\beta}} h^{\prime}(t) u(t) d t, u \in U ; \gamma_{1}=\max _{u} \ell^{\prime} u, u \in U$;
$\gamma_{2}[\ell]=\max _{x} \ell^{\prime} x, x \in \mu ; \gamma_{t}\left[l_{]}=\max _{x} \ell^{\prime} x, x \in X_{(\varepsilon)}\right.$
Suppose $t_{\beta}$ is a fixed number. The necessary and suficlient conditions for the solvability of problem (2.3)-(2.5) are given in functional analysis in . It should be noted, however, (and this is most important in the discussion) that a specific property of problem (2.3)-(2.5) - the continuity of functions $h(t, \tau)$-makes it possible to present the conditions of solvability in the form of an inequality
$\left.\rho c \lambda^{\prime} h\left(t_{\beta}, t\right)+\int_{t}^{t_{\beta}} e^{\prime}(\tau) h(\tau, t) d \tau\right]-\lambda^{\prime} c_{\beta}-\int_{t_{\alpha}}^{t_{\beta}} \ell^{\prime}(t) \omega(t) d t+$ $+\int_{t_{\alpha}}^{t_{\beta}} \gamma_{t}[l(t)] d t+\gamma_{2}[\lambda] \geqslant 0$
which must hold for an arbitrary n-vector $\lambda_{=}\left(\lambda_{1},-\lambda_{n}\right\}_{n}$ and an arbitray square-summable n-vector function $l(t)=\left\{\ell_{1}(t), \ldots, l_{n}(t)\right\}$. (Sign / denotes the transpose).

Conditions (2.8) may be written in another form which follows from (2.5)-(2.8) and is equivalent to (2.8). With $t_{\beta}$ being fired, the problem (2.3)-(2.5) is solvable if and only if for an arbitrary n-vector $\lambda$ and an arbitrary $n$-vector function such that
we have

$$
\lambda^{\prime} \lambda+\int_{t_{\alpha}}^{t_{s}} \ell^{\prime}(t) \ell(t) d t \leq r, z=\text { const }>0
$$

$$
\begin{aligned}
& \inf _{\lambda, 2}\left\{\max _{u \in u} \int_{t_{\alpha}}^{t_{\alpha}} u^{\prime}(t) B^{\prime}(t) s(t) d t+s^{\prime}\left(t_{\alpha}\right) x_{\alpha}+\right. \\
& +\int_{t_{\alpha}}^{t_{\beta}} \omega(t) s(t) d t+\int_{t_{\alpha}}^{t_{\beta}} \gamma_{t}[l(t)\} d t+\gamma_{2}\left[s\left(t_{\beta}\right)\right]=0
\end{aligned}
$$

Here $g(t)$ is a solution of the adjoint equation

$$
\begin{equation*}
d s(t) / d t=-A^{\prime}(t) s(t)+l(t), s\left(t_{\beta}\right)=s_{\beta} \tag{2.10}
\end{equation*}
$$

The condition (2.9) is similar to the problem of finding the saddle -point for the function of lagrange in the theory of concave programming. ${ }^{13}$

The optimal time is the least of numbers $t_{\beta}-t_{\alpha}$ for which (2.9) holds. We assume here that the inf in (2.9)
is attained at a nonzero element $\eta=\left(\lambda^{\circ}, \ell^{\circ}(t)\right)$ of the Hillbert space $\mathcal{X}=\{\lambda, \ell\}, \lambda \in E_{n}, \ell^{0}(t) \in \mathcal{L}_{g}$. It is to this regular, case that the further treatment is confined. Note however, that in general the minimizing function $l^{\circ}(t)$. should be considered as a distribution of the first order, as it may be formed of $\delta$-functions as well as of square-integrable components. Clear that in this case the function $s^{\circ}(t)$ is discontinuous.

It follows immediately from (2.9) that the optimal contcol satisfies a necessary condition of optimality-the maximum principle

$$
\begin{equation*}
\max _{u \in U} \int_{t_{\alpha}}^{t_{p}} u^{\prime}(t) B^{\prime}(t) s^{0}(t) d t=\int_{t_{\alpha}}^{t_{\beta}} u^{0}(t) B(t) s^{0}(t) d t \tag{2.II}
\end{equation*}
$$

or in other words

$$
\begin{equation*}
n \operatorname{lix}_{u \in U} u^{\prime}(t) B^{\prime}(t) s^{\circ}(t)=u^{0 \prime}(t) B^{\prime}(t) s^{0}(t) \tag{2.12}
\end{equation*}
$$

where (in terminology of $\rho^{2}$ ) $s^{\circ}(t)$ is the minimal motion of system (2.10), that is the one which delivers a minimum to the

$$
\begin{aligned}
& \text { functional } \\
& \Psi\left[\xi_{\beta}, \ell\right]=\int_{t_{\alpha}}^{t_{\beta}} \gamma_{1}\left[B^{\prime}(t) s(t)\right] d t+s^{\prime}\left(t_{\alpha}\right) x_{\alpha}+\int_{t_{\alpha}}^{t_{\beta}} s^{\prime}(t) \omega(t) d t+ \\
&+\int_{t_{\alpha}}^{t_{\beta}} \gamma_{t}\left[\{(t)] d t+\gamma_{2}\left[s\left(t_{\beta}\right)\right] \geqslant 0\right.
\end{aligned}
$$

$$
\begin{equation*}
\left\|s_{\beta}\right\|^{2}+\int_{t_{\alpha}}^{t_{\beta}}\|l(t)\|^{2} d t \leqslant 2 \tag{2.14}
\end{equation*}
$$

Symbol $\|x\|$ denotes the euclidian norm of vector $x$. The functional $\Psi\left(\beta_{\beta}, \ell\right)$ is nonnegative and convex.

Note. Let $\mu$ be a hyperplane $x_{k}\left(t_{\beta}\right)=x_{k}, k=1, \ldots, i$. Then the set $G$ of all points $x=\left\{x_{1}, \ldots, x_{i}\right\}$ which satisfy the inequality (2.I3) with any $\}_{\beta}, \ell(t)$, satisfying (2.I4), is (with respect to the first $i$ coordinates) the set of points attainable at moment $t_{\beta}$ from state $x\left(t_{\alpha}\right)$ under restrictions (2.2).
III. Properties of the solutions.

1. The minimal function. Suppose the solution $h^{0}=B^{\prime} s^{\circ}$ of problem (2.I3), (2.I4) is already determined. Let $x^{\circ}$ (t) denote the optimal trajectory of the system (2.IO). It follows from the solution of problem (2.3)-(2.5) that $\ell^{0}(t) \equiv 0$ if
the trajectory $X^{\circ}(t)$ is within the interior of $X(t)$. I. the components $h_{i}^{0}$ of function $h^{0}$ axe nonzero almost everywhere, the control $u^{\circ}(t)$ is deternined according to (2.I2). However it is another kind of situation that is of importance here, Dropping. in our discussion the most imregular cases of the problem, we shall assume that each of $h_{i}^{c}(t)$ may be an identical zero only on a, finite number of time intervals $\left[\tau_{k_{1}},{ }_{k_{k_{2}}}\right], k=1, \ldots, m$, whose total measure is less than $t_{\beta}^{\circ}-t_{\alpha}$. Assume also that system (2.I) is completely controllable 14 in the strong sense ${ }^{2}$ and that its trajectories constructed under control $u: \gamma[u]=\mu$ cannot intersect with the boundary of $X_{( }(t)$ except at a set of points $\{t\}$ of measure zero. Then function $h^{\circ}(t)$ will vanish if.and only if $x^{\circ}(t)$ runs along the boundary of $X(t)$.The moments of time when $x(t)$ runs on or off the boundary of $X(t)$. thus coincide with points $\left\{\tau_{k_{i}}\right\}$.Note that the points $\tau_{k_{i}}$ are. determined directly by mipiwizing the functional (2.13), 1.e. without spplying in explicit form the Weierstrass-Indman conditions.
2. Computation of the rinimal function.

It follows from above that in order to determine the multipliers $s_{\beta}^{\circ}, l^{\circ}(t)$ one ought to solve the va riational problem (2.13),(2.I4) of minimizing functional $\Psi$ under a convex limitation. The solution of the specific problem (2.I3), (2.I4) may, however, be simplified. Discussing briefly, the essence of the problem concerned, we presuppose that (2.I) is a stationaxy, completely controlled system with scalar control $u$ and with restriction on the first coordinate only: $\left|x_{1}(t)\right| \leqslant f(t)$. The path $x^{0}(t)$ is supposed to run along the constraint within a sole interval of time:

$$
\begin{array}{cc}
\tau_{1} \leqslant t \leqslant \tau_{2} & \text {, We have } \\
h^{0}(t)=b^{\prime} s^{0}(t)=s_{\beta}^{0 /} h\left(t_{\beta}, t\right)+\int_{t}^{t_{\beta}} l_{1}^{0}(\tau) h_{1}(\tau, t) d \tau \equiv 0 \quad(3, x)
\end{array}
$$

Making use of a still stronger property of the functions $h(\tau, t)$-their differentiability-we arrive at a differential equation for the function $\ell_{1}^{0}(t)$. Indeed, by a mumber of differentiations and a transformation we obtain from
(3.I) the differential equation of the ( $n-1$ )-st order $B^{\prime}\left\{A^{p-1} l^{\prime}(\tau)+\sum_{j=1}^{n-1}\left((-1)^{j} A^{n-j-1} \frac{d^{j} l(\tau)}{d \tau \delta}+d \sum_{j=0}^{j-1}(-1)^{i+1} A^{j-i-1} \frac{d^{i} l(\tau)}{d \tau^{i}}\right)\right\}=0(3.2)$
where $\ell(\tau)=\left\{\ell_{1}^{0}(\tau), 0, \ldots, 0\right\}$ is an $n$-vector function, $\alpha_{j}$ $(j=1, \ldots, n-1)$ are the coefficients In the expansion of vector $B^{\prime} A^{\prime n}{ }_{n-1}$ with respect to the basis $\left\{B^{\prime} A^{k} ; k=0, \ldots\right.$, $n-1\}: 8^{\prime} A^{-n}=\sum_{k=0}^{n-1} \alpha_{k} b^{\prime} A^{k^{k}}$. The conditions of continuity for function $h^{0}(t)$ and its derivatives at point $\tau_{1}$ give us ( $n-1$ ) boundary conditions which form a system of algebraic equations between $\tau_{1}, \tau_{2}, 3_{p}^{0} ; d^{k} \rho_{1} /\left.d \tau^{k}\right|_{\tau=\tau_{1}}$. Solving (3.2) with the aid of the boundary conditions, we obtain $l_{1}^{0}(t)=$ $\left.=f_{1}\left(t, \tau_{1}, \tau_{2}\right)\right\}_{B}^{0}$ where $f(t)$ is a nonlinear n-rector function of $\tau_{1}, \tau_{2}$. Substituting $Q_{1}^{0}(t)$ into (2.I3), we obtain further on that with $\tau_{1}, \tau_{2} \quad$ being fixed numbers; $\left.\psi_{[ } \xi_{\beta}, \ell^{0}\right]=$ $=\Psi\left(s_{\beta}, \tau_{1}, \tau_{2}\right)$ is a convex function of $\beta_{p}$. The limitation (2.I4) is now transformed as follows: $v\left(s_{\beta}, \tau_{1}, \tau_{2}\right) \leqslant \tau$ where $v\left(\beta_{\beta}, \tau_{1}, \tau_{2}\right)=\eta$ is the equation of an ellipsoid if $\tau_{1}, \tau_{2}$ are fixed. The computational procedure thus consists in minimizing $\Psi\left(\xi_{\beta}, \tau_{1}, \tau_{2}\right)$ with respect to $\xi_{\beta}$ $\left(v\left(\xi_{\beta}, \tau_{1}, \tau_{2}\right) \leqslant \tau\right)$ for any fixed pair $\left\{\tau_{1}, \tau_{2}\right\}$, and further on in finding the pairs $\left\{\tau_{1}^{0}, \tau_{2}^{0}\right\}$ which deliver a minimum to the nonlinear function $\Psi\left(j_{\beta}^{0}\left(\tau_{1}, \tau_{2}\right), \tau_{1}, \tau_{2}\right) . \operatorname{If}\left|x_{1}(t)\right|=f(t)$ within $m$ intervals of time $\left[\tau_{k 1}^{2}, \tau_{k 2}\right], k=1, m$, then $l_{1}^{0}(t)$ is a solution of (3.2) within each interval. Function $\psi\left(\xi_{\beta}^{0}, \tau_{11}, \tau_{1_{2}}, \ldots, \tau_{m_{1}}, \tau_{m_{2}}\right)$ is then convex in $\xi_{\beta}$ and. nonlinear in $\tau_{k_{i}}$. Suppose there is an estimate for $m$. The computation of $l_{1}^{0}(t)$ may now be fulfilled, assuraing first then $m=2$,etc., till we obtain $\Psi\left(s_{\beta}^{0}, \tau_{k_{i}}^{0}\right)=0$. An equation similar to (3.2) (but, of course, of a more complicated form may be derived for the problem 2.I in general. It must be supposed, however, that matrices $A(t), B(t)$ are differentiable.
3. The approximation of the solutions.

The following is the statement of an important property. for the functional $\Psi_{\left[\gamma_{\beta}, l\right]}$ and the minimal function $h^{\circ}(t)^{15}$. Suppose the restriction (2.2) on the coordinates holds only in discrete mozents of time $t_{i_{r}}\left(i_{r}=1, \ldots, 2^{N}\right)$. A consequence of this assumption is a finite-dimensional moment problem which is solvable if and only if the inequality

$$
\begin{equation*}
\min _{\beta_{X}(t)} \Psi\left(\beta_{\beta}, p_{N}(t)\right)=0 \tag{3.3}
\end{equation*}
$$

holds for any solution $3_{x}(t)$ of the adjoint system

$$
d s_{x}(t) / d t=-A^{\prime}(t) s_{x}(t)+l_{x}(t),
$$

$s_{\beta x}\left(t_{\beta}\right)=s_{\beta N}, t_{X}(t)=\sum_{i_{X}=4}^{2^{\pi}} \ell\left(t_{i_{X}}\right) \delta\left(t_{i_{i}}-t_{i_{X X}}\right)$
with the restriction $s_{p x^{\prime}}^{3}{ }_{\beta x}+2^{-x>} \sum_{i x=1}^{2^{r}} e^{\prime}\left(t_{i_{x}}\right) \ell\left(t_{i_{x x}}\right)=2$. ${ }_{\text {unc }}-$ trons $s_{x}(t)$ are contimious on tree right.

The optimal control $u_{N}^{\circ}$ in the discrete problem satisfies the maxima principle

$$
\max _{u \in U} \int_{t_{\alpha}}^{t_{\beta}} u_{x}^{\prime}(t) B^{\prime}(t) s_{x}^{0}(t) d t=\int_{t_{\alpha}}^{t_{p}} u_{x}^{0 \prime}(t) B^{\prime}(t) s_{s}^{0}(t) d t
$$

for the minimal franction $h_{N}^{0}=B^{\prime}(t) s_{x}^{0}(t)$ of condition (3.3). Assuming problem 2.I to be regular, we may chose the sequentce $s_{x}^{\circ}(t)$ so as to satisfy the following relations

$$
\begin{align*}
& t_{\beta N}^{0} \rightarrow t_{\beta}^{0}, Y_{\left[s_{\beta N}^{0}, \ell_{N}^{0}(t)\right] \rightarrow \Psi\left[s_{p}^{0}, \ell^{0}(t)\right]}^{s_{x}^{0}(t) \rightarrow s^{0}(t), x_{x}^{0}(t) \rightarrow x^{0}(t)}
\end{align*}
$$

uniformly in $t \in\left\{t_{\alpha}, t_{\beta}^{0}-\varepsilon\right\}$ for an arbitrary $\varepsilon>0$

$$
\begin{equation*}
u_{x}^{0}(t) \rightarrow u^{0}(t) \text { (in the weak convergence) } \tag{3.5}
\end{equation*}
$$

IV. Computation of the optimal control.

If $h_{i}^{0}(t) \equiv 0$ in the intervals $\left[\tau_{k_{1}}, \tau_{k_{2}}\right]$, then the optimal control $u^{\circ}(t)$ cannot be determined directly from the maximum principle. Its computation requires an additional discussion, With $\tau_{k_{1}}, \tau_{k_{2}}, s^{0}, e^{0}(t)$ being computed, problem 2.I may sometimes be reduced to an optimal problem with a special restriction $x(t) \in \bar{X}(t), \tau_{k_{1}} \leqslant t \leqslant \tau_{k_{2}}$, where $\vec{X}$ is the boundary of $X$. In case $X(t)$ is given by inequalities $\left|x_{k}\right| \leqslant \nu_{k} \quad$,such a reduction may simplife the computation in whole.

In general the situation may be rather complicated. In order to compute $u^{\circ}(t)$ when $\tau_{i_{1}} \leqslant t \leqslant \tau_{i_{2}}$, we may use the relation (3.5), as functions $h_{i N}^{0}(t)$ are nonzero almost everywhere. It should be noted that (3.5) gives a suefficient condition for the optimality of $u^{\circ}(t)$. In generail the controls are discontimous inthe discrete version of the problem. There is an increasing number of discontimi-
ties in $u_{\mathcal{N}}^{0}(t)$, as $X \rightarrow \infty$. In view of this, there is only a weak convergence of time controls $u_{j}^{\circ}(t)$ towards $u^{\circ}(t)$. The computation of $u^{\circ}(t)$ by (3.5) is rather difficult. The procedure way be modified by averaging the functions

$$
\begin{equation*}
u_{\delta}^{0}(t)=\frac{1}{\delta} \lim _{N \rightarrow \infty} \int_{0}^{\delta} u_{x}^{0}(t+v) d v \tag{4.1}
\end{equation*}
$$

Functions $u_{\delta}^{\circ}(t)$ are continuous. If $X(t)$ is continuous in the intervals $\left[\tau_{\varepsilon_{1}}, \tau_{\varepsilon_{2}}\right]$, the functions $u_{5}^{\circ}(t)$ converge uniformly ( $\delta \rightarrow 0$ ) to the optimal control $u^{0}(t)$.

The procedure ( 4.10 is based on a direct utilization of the limit transition from III.3. It is desirable, however, to compute $u^{0}(t)$ avoiding the limit transition. Suppose $\mathcal{S}_{p}^{\circ}$,
$\ell^{\circ}(t)$ are already computed and $\ell^{\circ}(t) \equiv 0$ on the set $\Omega=\bigcup_{k}\left\{t:\left[\tau_{k 1}\right.\right.$ $\left.\delta t \leqslant \tau_{k R}{ }^{1}\right]$. Divide $\Omega \quad$ into a finite number of nonintersecting intervals $[\tau, \tau+\varepsilon], \tau \in \Omega \circ f$ length $\varepsilon$. Now consider problem 2. I in modified form with constraints (2.2) being applied to $x(t)$ everywhere except the interval $\left[\tau^{\prime}, \tau^{\prime}+\varepsilon\right]$. Denote the solution for the new problems as $\left[u^{0}(t)\right]_{\varepsilon}, h_{\varepsilon}^{0}(t)$. Clearly $\quad h_{\varepsilon}^{c}(t) \neq 0, \tau^{\prime} \leqslant t \leqslant \tau^{\prime}+\varepsilon$ Denote also

$$
\frac{1}{\varepsilon} \int_{\tau^{\prime}}^{\tau^{\prime}+\varepsilon}\left[u^{0}(t)\right] \varepsilon d t=u_{\varepsilon}^{0}(t), \tau^{\prime} \leqslant t \leqslant \tau^{\prime}+\varepsilon
$$

Suppose $u^{\varepsilon}(t)$ is, the control determined for the interval $\tau^{\prime} \leqslant t \leqslant \tau^{\prime}+\varepsilon$, according to the maximum principle

$$
u^{\varepsilon \prime}(t) h^{\varepsilon}(t)=\max _{u^{\prime}} u^{\prime}(t) h^{\varepsilon}(t), u \in U
$$

where $h^{\varepsilon}(t)=B^{\prime}(t) \beta_{\varepsilon}^{0}(t)$ and $\beta_{\varepsilon}^{0}(t)$ is determined by minimizing the functional $\psi$ in $\lambda_{1}, \lambda_{2}$ under the following limitations

$$
\begin{aligned}
& d s_{\varepsilon} / d t=-A^{\prime}(t) s_{\varepsilon}+l_{\varepsilon}^{*}(t)+\lambda_{1} \delta\left(t-\tau^{\prime}\right)+\lambda_{2} \delta\left(t-\tau^{\prime}-\varepsilon\right) \\
& l_{\varepsilon}^{*}(t)=\left\{\begin{array}{ll}
l^{0}(t), & t \bar{\epsilon}\left[\tau^{\prime}, \tau^{\prime}+\varepsilon\right] \\
0, & t \in\left[\tau^{\prime}, \tau^{\prime}+\varepsilon\right]
\end{array} ; s_{\varepsilon \beta}=s_{\beta}^{0}\right.
\end{aligned} \begin{aligned}
& \lambda_{1}^{2}+\lambda_{2}^{2}=\int_{\tau^{\prime}} \ell^{\prime \prime}(t) \ell^{0}(t) d t
\end{aligned}
$$

Denote $u^{\varepsilon 0}(t)=\frac{1}{\varepsilon} \int_{0}^{\varepsilon} u^{\varepsilon}\left(\tau^{\prime}+\vartheta\right) d s$. Then $\left\|u^{\varepsilon \circ}\left(\tau^{\prime}\right)-u_{\varepsilon}^{0}\left(\tau^{\prime}\right)\right\| \rightarrow 0$, $\left\|u_{\varepsilon}^{0}\left(\tau^{\prime}\right)-u^{0}\left(\tau^{\prime}\right)\right\| \rightarrow 0 \quad(\varepsilon \rightarrow 0)$ Hence the function $u^{\text {go }}$ may be considered as an approxima-
tron of the optimal control $u^{0}$. With $\xi_{\beta}^{\theta}, t^{0}(t)$ being given, $u^{\mathrm{ED}_{0}}$ is computed by minimizing a function of two variables on each step of $\varepsilon$-length.
V. Fizamples.

1. Consider a model system, which, however, is a good illustration for the main procedures of the method and which may be solved of course by simple mechanical suggestions. System (2.I) is the following:

$$
\dot{x}_{1}=x_{2} \quad, \quad \dot{x}_{2}=-x_{1}+u
$$

We are to specify the time-optimal control $u^{0}(t)$ which transfers the path $x^{0}(t)$ from $x(0)=\{0 ; 0\}$ to $x\left(t_{\beta}\right)=$ $=\{2,0\}$ in minimal time under the restrictions $|u(t)| \leqslant 2$, $\left|x_{2}(t)\right|=1$ of type (2.2). Problem (2.I3)-(2.14) has the form

$$
\begin{aligned}
& \min _{\lambda, l}\left\{2 \int_{0}^{t_{\beta}} \mid \lambda_{1} \sin \left(t_{\beta}-\tau\right)+\lambda_{2} \cos \left(t_{\beta}-\tau\right)+\right. \\
& +\int_{t}^{t_{\beta}} \ell(\tau) \cos (\tau-t) d \tau\left|d t-2 \lambda_{1}+\int_{0}^{t_{p}}\right| \ell(t) \mid d t=0^{\circ} \\
& \lambda_{1}^{2}+\lambda_{2}^{2}+\int_{0}^{t_{\beta}} l^{2}(t) d t \leqslant \tau
\end{aligned}
$$

The solution of (5.I) is given by

$$
\begin{aligned}
& \lambda_{1}^{0}=1 / 2 ; \lambda_{2}^{0}=-\operatorname{tg}\left(t_{\beta}^{0}-\tau_{2}\right) / 2 ; l^{0}=0,0 \leqslant t \leqslant \tau_{1} ; \\
& \ell^{0}=-\cos \left(t_{\beta}^{0}-\tau_{2}\right) / 2, \tau_{1} \leqslant t<\tau_{2}, l^{0}=0, \tau_{2} \leqslant t \leqslant t_{p}^{0} ; \\
& \tau_{1}=\frac{\pi}{6} ; \tau_{2}=\frac{\pi}{6}+\sqrt{15}+\sqrt{3}-4 ; t_{\beta}^{0}=\tau_{2}+\arcsin \frac{1}{4} ; h^{0} \equiv 0, \tau_{1} \leqslant t \leqslant \tau_{2}
\end{aligned}
$$

(here the equation (3.2) is simply $d l / d t=0$ and the boundary condition is a. linear equation). Making use of the procedure given in IV, we obtain

$$
\begin{aligned}
& \begin{array}{l}
u^{0}(t)=2,0 \leqslant t<\tau_{1} ; u^{0}(t)=2-\sqrt{3}-\frac{\pi}{6}-t, \tau_{1} \leqslant t<\tau_{2} ; \\
u^{0}(t)=-2, \quad \tau_{2} \leqslant t \leqslant t_{\beta}^{0} .
\end{array} \\
& \text { 2. The second example deals with the irregular case in } \\
& \text { problem 2. I. Consider the system }
\end{aligned}
$$

$$
\dot{x}_{1}=x_{2}, \quad \dot{x}_{2}=u
$$

with $x_{\alpha}=\{0,0\}, x_{\beta}=\{5,0\} ;|u| \leq 1,\left|x_{2}\right| \leq a t+b$, $a=0, b=1 \quad$ if $0 \leq t \leq 2 ; a=2, b=-3$ if $t>2$.
Computing (I.9)-(I.30) with $Z=8$, We obtain

$$
l_{1}^{0}=4, e_{2}^{0}=-2 ; \rho^{0}(t)=l^{0}(t)+\alpha \delta\left(t-r_{2}\right), t_{\beta}^{0}=5
$$

so that

$$
h^{0}(t)=e_{1}^{0} \cdot(5-t)+l_{2}^{0}+\int_{c}^{5} e^{0}(t) d t
$$

Here $l^{0}(t)=-4$ if $\tau_{1} \leqslant t \leqslant \tau_{2}$ and $l^{\circ}(t)=0$ if $0 \leqslant t \leqslant \tau_{1}, \tau_{2}<t \leqslant 5 ; \alpha=-1, t_{1}=1, t_{2}=2$. Computing $u^{0}(t)$ as in IV, we obtain

$$
\begin{array}{lll}
u^{0}(t)=1, & 0 \leqslant t<1 ; u^{0}(t)=0, & 1 \leqslant t<2 ; \\
u^{0}(t)=1, & 2 \leqslant t<3 ; & u^{0}(t)=-1,
\end{array} \quad 3 \leqslant t \leqslant 5
$$

Note. With the assumptions of II the main procedures of II-IV may also be applied with slight modifications to the irregular case. Function $\ell^{\circ}(t)$ is presented in general as the sum

$$
\ell^{0}(t)=\ell(t)+\sum_{k} \alpha_{k} \delta\left(t-\tau_{k}\right)
$$

The dimension of problem (I.9)-(I.IO) now increases due to additional variables $\alpha_{k}$ in which (I.9) is to be minimized.
VI. Optimal controls in systems with time delay.

Suppose that the control plant operates in the presentce of an after-effect 16 and is described by the equatron

$$
\begin{equation*}
d x(t) / d t=A x(t)+G x(t-\tau)+B u ; \tau \geqslant 0 \tag{6,I}
\end{equation*}
$$

whose coefficients are assumed to be constant.
Problem 6.I
Given are: a time interval $t_{\alpha} \leqslant t \leqslant t_{\beta}$, the inntial state $x_{t_{\alpha}}(r),(-\tau \leqslant \sqrt[y]{2} \leqslant 0)$ and the constraints (2,2) on the control $u$ and the coordinates $x_{i}(t)$. One is to determine the control function $u^{0}$ so as to mini mize

$$
\varepsilon^{0}=\rho\left[x_{t_{\beta}}(v)\right]+1 x_{\beta} \|=\min _{u}
$$

Symbols $\rho[x(v)],\|x\|$ denote certain norms in the space of n-vector functions and inthe finite-dimensional space
respectively.
The approach tothe solution of problem 2.I given in II-IV may be applied in modified version to problem 6.I as well. The result is that we obtain a necessary condition of optimality for the control $u^{0} \quad$-the maximum principle

$$
\begin{equation*}
\int_{t_{\alpha}}^{t_{p}} h^{0}(t) u^{0}(t) d t=\max _{u \in U} \int_{t_{\alpha}}^{t_{p}} h^{0}(t) u(t) d t \tag{6.2}
\end{equation*}
$$

where $h^{\circ}(t)=B^{\prime}(t) s^{\circ}(t)$ and $s^{\circ}(t)$ is a nontrivial solution of the adjoint equation

$$
\begin{align*}
& d s / d t=-A^{\prime} s-G s(t+\tau)+l(t), t_{\alpha} \leqslant t \leqslant t_{\beta}-\tau \\
& d s / d t=-A^{\prime} s+p(t), \quad t_{\beta}-\tau \leqslant t \leqslant t_{\beta}  \tag{6.3}\\
& s\left(t_{\beta}\right)=s_{\beta} ; s\left(t_{\alpha}\right)=s_{\alpha}
\end{align*}
$$

which delivers a minimum

$$
\begin{equation*}
\Psi\left(s_{p}^{0}, p^{0}, l^{0}\right)=\min _{s_{\beta}, p, l} \Psi\left(s_{\beta}, p, l\right)=0 \tag{6,4}
\end{equation*}
$$

to the nonnegative convex functional

$$
\begin{aligned}
& \Psi\left(s_{p,} p, l\right)=\int_{t_{\alpha}}^{t_{\beta}} \gamma_{1}\left[B^{\prime}(t) s(t)\right] d t+\int_{t_{\alpha}}^{t_{\beta}^{-\tau}} \gamma_{t}[l(t)] d t+ \\
& +k_{1} \rho^{*}[p(t)]+k_{2} \| s_{\beta}^{*}+s_{\alpha}^{\prime} x\left(t_{\alpha}\right)+ \\
& +\int_{t_{\alpha}-\tau}^{t_{\alpha}} x^{\prime}(t) G^{\prime} s(t+\tau) d t ; \quad k_{1} \geqslant 0, k_{2} \geqslant 0
\end{aligned}
$$

under the constraint

$$
s_{\beta}^{\prime} j_{\beta}+\int_{t_{\alpha}}^{t_{\beta}} e^{\prime}(t) l(t) d t \leqslant \tau
$$

Here $\|s\|^{*}$ and $\rho^{*}[p(t)]$ are conjugate norms with respect to $x \|$ and $\left.\rho^{*} c x(\vartheta)\right]$. The value $\varepsilon^{\bullet}$ is determined as. the sum of numbers $k_{1}^{0}, k_{2}^{0}$ which are a solution of (6.4).

The further process of solution is simp lar to the procedure for problem 2.I. It should be noted that a convenient approximation for problem 6.I may be obtained by replacing (6.I) with the finite-dimensional system

$$
d y^{0} / d t=A y^{(0)}+G y^{(m)}+B u ; d y^{(i)} / d t=\frac{m}{\tau}\left(y^{(i-1)}-y^{(i)}\right)
$$

VII. Minimization of the maximal deviation of the system. The approach described above may be applied to the problem of minimizing the maximal deviation of the system
Here is an example of the problem.
Problem 7.I
Boundary values $x_{\alpha}=x\left(t_{\alpha}\right), x_{\beta}=x\left(t_{\beta}\right)$ being given, one is to determine the control $\left|u_{k}(t)\right| \leqslant C$ under the rest riction $u^{\circ}$,so that

$$
\begin{equation*}
\max _{t}\left|x_{1}(t)\right|=\min _{u} \tag{7.I}
\end{equation*}
$$

The solution of problem 7.I is the control $u^{0}(t)$,the multipliers $l^{0}, l^{0}(t)$ and the constant $k_{1}^{0}=\max _{t}\left|x_{1}^{0}(t)\right|$ which deliver a saddle-point to the functional $\mathcal{L}\left(u, l, l_{1}(t)\right)$ : $\inf _{l, \ell_{( }(t)} \max _{u \in U}\left\{\int_{t_{\alpha}}^{t_{\beta}} B^{\prime}(t) s(t) u(t) d t+s_{\alpha}^{\prime} x\left(t_{\alpha}\right)+\right.$

$$
\left.+k_{1}^{0} \int_{t_{\alpha}}^{t_{\beta}}|\ell(t)| d t\right\}=0 ; \eta(t)=\left\{l_{1}(t), 0, \ldots, 0\right\}
$$

where $s^{\circ}(t)$ is a solution of the adjoint system with the restriction (2.I4) .The singularities are to be treated here as in problem 2.I.

A similar problem arises in the computation of a control grogram when system 2.I is to track a given motion $\xi(t)$, so as to minimize the deviation $\|x(t)-\xi(t)\|$ The solution is an analogue of the procedure in II-IV. Here the end $x_{\beta}=x\left(t_{\beta}\right) \circ f$ the trajectory $x^{0}(t)$ is free and it satisfies the restriction $\left\|x_{\beta}\right\| \leq k_{2}^{0}$. , where $k_{2}^{0}$ is the optimal value for $\left\|x^{\circ}(t)-\xi(t)\right\|$.

A related problem is when the criterion of optimality in problem 7.I has the form

$$
\min _{t}\|x(t)-\xi(t)\|=\min _{u}=k_{3}^{0}
$$

and the end condition for the trajectory is $\left\|x_{\beta}-\xi\left(t_{\beta}\right)\right\| \geqslant k_{B}^{0}$ This problem also lies within the framework of the given method.
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Finding of Initial Values of the Auxiliary Variables in Optimal Control of a Class of Liner Systems

## I. Tzvetanov

Institute of Engineering Cybernetics Eulgarien Acadeny of Sciences

Sofia, Bulgaria

## 1. Introduction

In cases when the principle of maximum is employed to determine the minimum time optimal control of a System whose motion is described by the following vector-form equation

$$
\dot{\vec{x}}=A \vec{x}+B \vec{u}
$$

$$
/ 1.1 /
$$

the adjoint variables $\Psi_{1}(t), \Psi_{2}(t), \ldots, \Psi_{n}(t)$ are introduced with
the help of the vector equation

$$
\dot{\vec{\psi}}=-A^{\prime} \vec{\psi}
$$

and the condition of the extremal control can be written as

$$
\vec{\psi}(t) B \vec{u}(t)=\max _{\vec{u} \in u} \vec{\psi}(t) B \vec{u}(t)
$$

$$
/ \underline{1} \cdot 3 /
$$

In $/ 1.1 / \vec{x}(t) \quad$ is a vector in the phase space $X_{n}, \vec{u}(t)-$ vector belonging to the set $U=\left\{\vec{u}:-1 \leq u_{i}(t) \leq 1, i=1,2 \ldots r\right\}$ of the space of permissible control, $A=\left\{a_{i j}\right\}$ - matrix of order $n \times n$ with real non-positive ai $\quad x / B=\left\{b_{i j}\right\}$ matrix of order $n \times t, A^{\prime}$ in $/ 1.2$, nsposed $A$ matrix of
$\mathrm{x} / \mathrm{Th}$ is condition is not essential

The vector $\vec{\psi}(t) \quad$ is defined by means of $/ 1.2 /$ with the accuracy, up to the constants $\Psi_{1}^{0}, \Psi_{2}^{0}, \ldots, \Psi_{n}^{0}$ /these are the coordinates of initial value of $\vec{\Psi}(0) \quad$. It hence results that the Eqs. /1.3/ represent an infinite set of extremal control, $U_{\text {ext }} \subset U$.

Let an additional restriction $\vec{u}(t) \in U_{\text {ext }}$ be imposed on $1.1 /$. This means that an infinite set of $\boldsymbol{\phi}_{\text {ext }}\left[\overrightarrow{x_{0}}\right]$ of trajectories uniquely defined by members Uext is ascribed with the aid of $/ 1.1 /$ to a fixed initial state $\vec{x}^{0}=\left(x_{1}^{0}, \ldots\right.$ $\left.\ldots, x_{n}^{e}\right)$ from the control region $\Omega$. According to the sufficient condition of the minimum time optinalization /1.3/[1], motion along these trajectories is executed with the minimum time lags and, therefore, it is reasonable to call the nembers $\boldsymbol{\phi}_{\text {ext }}\left[\vec{x}^{0}\right]$ the extremal trajectory

It follows from the theory of existence and unicueness of optimal control $[1,2]$ that there exists a unique extremal trajectory which passes through an origin of coordinates. Unfortunately, these theorems fail to answer the question how to construct the vector $\vec{\psi}(0)$ which determines $\vec{u}_{c \rho t}(t)$ Therefore, it is necessary to seek a solution to the following problen:

Fith arbitrary $\vec{x}^{0} \in \Omega$, such vectors $\vec{\varphi}(0)$ should be found that, if they are the initial values of $/ 1.2 /$, Eq. /1.3/defines. Uext $(t)$ for which the corresponding extremal trajectory passes through the origin of coordinates, that is, $\vec{u}_{\text {ext }}(t)=\vec{u}_{\text {opt }}(t)$.

This is one of basic but not solved yet pioblens of optimal control. Hany approximate methods for numeric $L$ solvtion to this ploblem are known in litereture but they do not,
however, provide an exact relation between $\vec{x}^{\circ}$ and $\vec{\psi}^{\circ}$ $[3,4,8$ thru 13$]$.

In the present work, we have obtained a complete solution to the problem considered for a narrow but practically important class of linear systems

$$
A=\left[\begin{array}{ccccc}
0 & 1 & 0 & \cdots & 0 \\
0 & 0 & 1 & \cdots & 0 \\
\cdots & & \cdots & . & 0 \\
0 & 0 & 0 & \cdots & 1 \\
-\frac{a_{0}}{a_{n}} & -\frac{a_{1}}{a_{n}} & -\frac{a_{2}}{a_{n}} & -\frac{a_{n-1}}{a_{n}}
\end{array}\right], \quad B=\left[\begin{array}{c}
0 \\
0 \\
0 \\
\vdots \\
\frac{6}{a_{n}}
\end{array}\right]
$$

with one-dimensional domain $u=\{|u(t)| \leq 1\}$
In the matter of fact this is a class of control systems whose motion is described by the following linear differential equation with constant coefficients

$$
a_{n} \frac{d^{n} x}{d t^{n}}+a_{n-1} \frac{d^{n-1} x}{d t^{n-1}}+\ldots+a_{1} \frac{d x}{d t}+a_{0} x=6 u(t)
$$

2. The Decomposition of $n$-dimensional Space $\mathcal{\chi}^{0}$ into Sub-comains Containing those Initial $\overrightarrow{\boldsymbol{\psi}}(0)$ Corresponding to Extrema Control Have the same Number of Breaking Points /Switching/

The systems investigated have one control: $-1 \leq u(t) \leq 1$ and the extrema Eggs. $/ 1.3$ / can be written as

$$
U_{\text {ext }}(t)=\operatorname{sign} \psi_{n}(t)
$$

Solutions will contain the known distinction depending on whether or not the matrices $A$ have a zero eigen-value.

However, this distinction contributes nothing new to investigation and, therefore, we shall consider only a case when:

The eigenvalues of the matrix $A$ are real numbers $\lambda_{1}<\lambda_{2}<$ $<\lambda_{3}<\ldots \lambda_{m}<0$ and their multiplicities $k_{1}, k_{2}, \ldots, k_{m} \cdot\left(k_{1}+k_{2}\right.$ $\left.+\ldots+k_{n}=n\right)^{* * 1}$

$$
u_{\text {ext }}(t)=\operatorname{sign}\left\{-\sum_{i=1}^{n} \sum_{q=1}^{k_{i}} c_{q}^{i}\left[\sum_{r=1}^{q-1} \frac{t^{r}}{r!}\right] e^{-\lambda i t}\right\} \quad 12.21
$$

The constants $C_{q}^{i}\binom{i=1,2, \ldots, m}{q=1,2, \ldots, k_{i}}$ are determined uniquely xx 2 from relations

$$
\begin{align*}
& \Psi_{k}^{0}=\sum_{i=1}^{m} \sum_{q=1}^{k_{i}^{\prime}} c_{q}^{i}\left\{\sum_{j=1}^{k-1} \frac{a_{i}}{a_{n}}\left[\sum_{l=0}^{q-1}\binom{k+l-j-1}{k-j-1} \frac{1}{\lambda_{i}^{i}}\right] \frac{1}{\lambda_{i}^{k j}}\right\} \\
& k=1,2, \ldots, n-1 \\
& \Psi_{n}^{c}=-\sum_{i=1}^{m} \sum_{q=1}^{k_{i}} c_{q}^{i}
\end{align*}
$$

If $\boldsymbol{\Delta}_{1}$ denotes a determinant of the coefficients of variales $C_{q}^{i}\binom{i=1,2, \ldots, m}{q=1,2, \ldots, k_{i}} \quad$ in $/ 2.3 /, \quad d_{q s}^{1 s^{\prime}} \quad$ is a minor corresponding to an element in $\Delta_{1}$ located in th row and $k_{1}+k_{2}+. .+k_{i-\alpha}+q+s$ column, then

$$
C_{q}^{i}=\frac{1}{41} \sum_{s=1}^{n}(-1)^{k_{1}+k_{2}+\ldots+k_{i-1}+q+s} d_{q s}^{1 i_{s}^{\prime}} \psi_{s}^{c}, \quad i=1,2, \ldots m,
$$

The function: $\operatorname{sign} \Psi_{n}(t)$ changes its sign only for those values of $t$ which represent the roots of non-even multiplicity in equation

$$
\psi_{n}(t)=0
$$

xxl If $\lambda$ is an eigen-value, of the matrix $A \quad,-\lambda$ is an
eigen-value of matrix $A^{\prime}$
xx Determinant of the coefficients of variable $c_{q}^{i}$ is not ectual to zero [6]

For an arbitrary initial vector $\vec{Y}(0) \quad, \mathbb{E} / 2.5 /$ determines uniquely a countable set $T[\vec{\varphi}(0)]$ of those values of $t$ which are its roots of odd multiplicity. Since /2.5/ is relyted with a real process we assume $t \geqslant 0$.

It results from the Lemma $x \times 3$ that the set $T[\vec{\psi}(0)]$ is rinite and a number of its members $N_{T}[\vec{Y}(0)]$ does not exceed $n-1 \quad x \times 4 /$. This important conclusion enables to decormose the $n$-dimensional vector space of initial vectors $\boldsymbol{f}^{\circ}$ into $n$ mutually not-intersecting sub-comains $\hat{k}_{L}^{\circ}(l=0,1,2, \ldots n-1)$ related to all vectors $\vec{Y}(0)$ which are such that $T[\vec{\psi}(0)]$ contains $N_{r}[\vec{\psi}(0)]=L \quad$ members.

Theorem 1. The sets $\mathcal{F}_{l}{ }^{0}$ are $l$-parametric systems of sets $\boldsymbol{\psi}^{0}$ each one or which is a union of a finite number of linear subspaces. These subspaces does not include their intersections with $l$ hyperplanes. If $M\left[n_{i} l\right]$ denotes a number of all set-ups $l$ of odd nonnegative numbers Whose sun does not exceed $n-1$, the union corresponding to an arbitrary setup $\ell$ of parameters is uniquely defined and contains $M[n ; l]$ sub-sets.

Proof.
The aggregate $\psi_{6}^{0}$ consists of. all vectors $\vec{\psi}(0)$ for which the equation

$$
\sum_{i=1}^{m} \sum_{q=1}^{k_{i}}\left[\sum_{s=1}^{n}(-1)^{k_{1}+k_{2}+\ldots+k_{i-1}+s+q} d_{i s}^{1_{i}} \psi_{s}^{0}\right]\left[\sum_{r=0}^{q-1} \frac{t^{r}}{r!}\right] e^{-\lambda_{i} t}=0 / 2.7 /
$$

xx/ Lemma: Let $\lambda_{1}, \ldots, \lambda_{m}$ be real numbers different in pars $f_{1}(t) \ldots, f_{m}(t)$ be polynomials with real coefficients /2.6/ has not more than $k_{1}+k_{2}+\ldots+k_{m}+m-1$ real roots.
$2 \times 4 /$ The function $\psi_{n}(t)$ in /2.5/ can rewritten into the form /2.6/.
has $\mathcal{l}$ different roots with odd multiplicity:
Let $t_{1}, t_{2}, \ldots, t_{l}$ be arbitrary non-negative values of $t$ satisfying the inequalities $0<t_{1}<t_{2}<\ldots<t_{L}$ and simultaneously they are roots of Eq. /2.7 /with odd multiplicities $r_{1}, r_{2}, \ldots, r_{4}$, correspondingly. In other words after denoting $f_{q_{i}}(t)=\left[\sum_{i=0}^{q-1} \frac{t^{k}}{v!}\right] e^{-\lambda_{i} t}$
and $\nu$-th derivative by $f_{q_{i}}^{(v)}(t) \quad$, the numbers $t_{j}$ should fulfil the conditions

$$
\begin{aligned}
& \sum_{i=1}^{m} \sum_{q=1}^{k_{i}}\left[\sum_{s=1}^{n}(-1)^{k_{1}+k_{2}+. .+k_{i-1}+s+q} d q_{s}^{1 i} \Psi_{s}^{0}\right] f_{q_{i}}\left(t_{j}\right)=0 \\
& \sum_{i=1}^{m} \sum_{q=1}^{k_{i}}\left[\sum_{s=1}^{n}(-1)^{k_{1}+k_{2}+\ldots+k_{i+1}+s+q} d q_{s}^{1 i} \psi_{s}^{0}\right] f_{q i}^{(1)}\left(t_{j}\right)=0 \\
& \sum_{i=1}^{m} \sum_{q=1}^{k_{i}}\left[\sum_{s=1}^{n}(-1)^{k_{1}+k_{2}+\ldots+k_{i-1}+s+q} d q_{s}^{1 i} \Psi_{s}^{0}\right] f_{q i}^{\left(k_{j}-1\right)}\left(t_{j}\right)=0 \\
& \left.\sum_{i=1}^{m} \sum_{q=1}^{k_{i}}\left[\sum_{s=1}^{n}(-1)^{k_{1}+k_{2}+\cdots+k_{i-1}+s+q} d q_{s}^{1 i} \Psi_{s}^{\circ}\right] f_{q_{i}}^{\left(z_{j}\right)}\left(t_{j}\right)=0\right)
\end{aligned}
$$

Thus to a defined set-up of odd numbers satisfying the condition $r_{1}+r_{2}+\cdots+\tau_{2} \leqslant n-1$ and to a fixed setup of values of parameters $t_{1}, t_{2}, \ldots, t_{L}$, there is ascribed a linear system with conditions

$$
\begin{align*}
& \sum_{s=1}^{n}\left[\sum_{i=1}^{m} \sum_{q=1}^{k_{i}}(-1)^{k_{i}+k_{2}+\cdots+k_{i-1}+q}\right. \\
& \sum_{s=1}^{n}\left[\sum_{i=1}^{m} \sum_{q=1}^{k_{1}}(-1)^{k_{1}+k_{2}+\ldots+k_{i 1}+q} d q_{s}^{1 i} f_{q i}^{(-1)}\left(t_{1}\right)\right](-1)^{s} \Psi_{s}^{v}=0 \\
& \sum_{s=1}^{-n_{i}}\left[\sum_{i=1}^{m_{1}} \sum_{q=1}^{k_{s_{1}}}(-1)^{k_{1}+k_{2}+\ldots+k_{i-1}+q} d q_{s} f_{q_{i}}^{\left(q_{1}-1\right)}\left(t_{1}\right)\right](-1)^{s} \psi_{s}^{c}=0
\end{align*}
$$

$$
\begin{aligned}
& \sum_{s=1}^{n}\left[\sum_{i=1}^{m} \sum_{q=1}^{k_{1}}(-1)^{k_{1}+k_{2}+\ldots+k_{i-1}+q} d q_{s}^{1 i} f_{q_{i}}^{\left(r_{l}-1\right)}\left(t_{l}\right)\right](-1)^{s} \Psi_{s}^{0}=0 \\
& \sum_{s=0}^{n}\left[\sum_{i=1}^{m} \sum_{q=1}^{k_{1}}(-1)^{k_{1}+k_{2}+\cdots+k_{i-1}+q} d q_{s}^{1 i} f_{q_{i}}^{\left(r_{q}\right)}\left(t_{1}\right)\right](-1)^{s} \Psi_{s}^{0}=0 \\
& \sum_{s=0}^{n}\left[\sum_{i=1}^{m} \sum_{q=1}^{k_{i}}(-1)^{k_{1}+k_{2}+\cdots+k_{i-1}+q} d_{q_{s}}^{1 i} f_{q_{i}}^{\left(r_{2}\right)}\left(t_{2}\right)\right](-1)^{s} \Psi_{s}^{0}=0 \\
& \sum_{s=0}^{n}\left[\sum_{i=1}^{m} \sum_{q=1}^{k_{i}}(-1)^{k_{1}+k_{2}+\cdots+k_{i-1}+q} d q_{s}^{1 i} f_{q i}^{\left(q_{2}\right)}\left(t_{l}\right)\right](-1)^{s} \Psi_{s}^{0}=0
\end{aligned}
$$

According to the Lemma cited, the number of Eq /2.8/ does not exceed $n-1$, thus, indeed, all vector solutions $\vec{\psi}(0)$ of the first $\tau_{1}+\tau_{2}+\ldots+\tau_{2}$ equations represent a $1 i-$ near sub-spacef/there are excluded all vector solutions of the following linear system:

$$
\begin{aligned}
& \sum_{s=1}^{n}\left[\sum_{i=1}^{m} \sum_{q=1}^{k_{1}}(-1)^{k_{1}+k_{2}+\ldots+k_{i-1}+q} d q_{i}^{1} f_{\left.q_{i}^{( }\right)}^{\left(q_{1}\right)}\left(t_{1}\right)\right](-1)^{s} \Psi_{s}^{0}=0 \\
& \sum_{s=1}^{n}\left[\sum_{i=1}^{m} \sum_{q=1}^{k_{i}}(-1)^{k_{1}+k_{2}+\ldots+k_{i-1}+q} d q^{1} f_{q}^{\left(k_{1}\right)}\left(t_{2}\right)\right](-1)^{s} \Psi_{s}^{0}=0 \\
& \sum_{s=1}^{n}\left[\sum_{i=1}^{m} \sum_{q=1}^{k_{i}}(-1)^{k_{1}+k_{2}+\ldots+k_{i-1}+q} d \dot{1}_{i} f_{q_{i}}^{\left(z_{l}\right)}\left(t_{L}\right)\right](-1)^{s} \Psi_{s}^{0}=0
\end{aligned}
$$

The number of possible sets-up of odd numbers $\boldsymbol{\tau}_{1}, \tau_{2}, \ldots \tau_{L}$ is equal to $M[n: l]$.
Therefore, if an aggregate of all vectors $\vec{\psi}(0)$ satisfrying $/ 2.8 /$ is denoted by $\psi_{e p}^{0}\left[t_{1}, t_{2}, \ldots, t_{l}, r_{1}, r_{2}, l_{4}\right]$ it results from the given reasoning that

$$
\Psi_{c}^{0}=\bigcup_{\left\{0<t_{1}<t_{2} \ldots<t_{l}\right\}}\left\{\bigcup_{p=1}^{M[n: l]} \mathcal{T}_{e p}^{0}\left[t_{1}, t_{2}, \ldots, t_{l} ; \tau_{2}, \tau_{2}, . . \tau_{l}\right]\right\}
$$

The set $\boldsymbol{~}^{0}$ is also uniquely defined since

$$
\psi_{0}^{0}=\psi^{0} \backslash \bigcup_{l=1}^{n-1} \psi_{l}^{0}
$$

## 3. Parametric Representation of Permissible Extremal

## Trajectory

An aggregate of permissible extremal trajectories $\phi_{2 x t}\left[x^{3}\right]$ is uniquely defined by the vector differential equation

$$
\dot{\vec{x}}=A \vec{x}+B u_{e x t}(t)
$$

$u_{\text {ext }}(t)$ involved in $/ 3.1 /$ are piece-wisely constant functions /see Section 2/ because $u_{\text {ext }}(t)$ are completely given by $\sigma=u_{\text {ext }}(0)$ and discontinuity time moments $0<t_{1}<\ldots<t_{c}(l \leq n-1)$. For values $t \neq t_{1}, t_{2}, \ldots t_{L}$ there is

$$
u_{\text {ext }}(t)=\left\{\begin{array}{l}
\sigma \\
(-1)^{s} \sigma \\
(-1)^{l} \sigma
\end{array}\right.
$$

$$
\text { if } \quad 0 \leq t<b
$$

$$
\text { if } t_{s}<t<t_{s+1} \quad / 3.2 /
$$

$$
\text { if } \quad t_{L}<t
$$

Eqs. /3.2/ show that for $t \neq t_{1}, t_{2}, \ldots, t_{L}$
the differential equation /3.1/ is a non-homogeneous linear differential equation.

Solution to $/ 3.1 /$ for $t \neq t_{L}, t_{2}, \ldots, t_{l}$ can be written in the following vector form
$\vec{x}(t)= \begin{cases}\sum_{i=1}^{m} \sum_{q=1}^{k_{c}} D_{q}(0) \vec{x}_{q}^{\prime \prime}(t)+\frac{b}{a_{0} a_{n}} \sigma \vec{l}_{1} & \text { for } \\ \sum_{i=1}^{m} \sum_{q=1}^{k_{i}} D_{q}^{1 i}(s) \vec{x}_{q}^{1 i}(t)+(-1)^{s} \frac{6}{a_{0} a_{n}} \sigma \vec{l}_{1} \text { for } & t_{s}<t<t_{1} \\ s=1,2, \ldots l-1 \\ \sum_{i=1}^{m} \sum_{q=1}^{k_{i}} D_{q(s)}^{1 i} \vec{x}_{q}^{\prime i}(t)+(-1)^{i} \frac{b}{a_{0} a_{n}} \sigma \vec{l}_{1} \text { for } & t_{l}<t\end{cases}$
where $D_{q}^{1 i^{i}}(s) s=0_{i} 1,2 \ldots \&$ are arbitrary constants corresponding to seth interval
$\vec{x}_{q}^{(t)}(t)=\left[\sum_{t=0}^{q-1} \frac{t^{r}}{r!} \vec{h}_{q-r}^{(i)}\right]$ where, if $\vec{h}_{q-r}^{(i)}=\left(h_{q-r, 1}^{(i)}, h_{q--r, 2,}^{(i)} . . h_{q-r, n}^{(c)}\right)$
then $h_{q-z, t}^{(i)}=1, h_{q-r, k}^{(c)}=\lambda_{i}^{k-1}\left[\sum_{l=0}^{m-1}\binom{k-1}{l} \frac{1}{\lambda_{i}^{3}}\right] \quad k=2,3, \ldots n$
and $\vec{d}_{1}=(1,0,0 \ldots 0)$
is $n$-dimensional vector [6].
Lemma 1. Extremal trajectories $\phi_{\text {ext }}\left[x^{0}\right]$ are also switching continuous at/points corresponding to $u_{\text {ext }}(t)$

Proof.
Lemma 1 follows directly from representation of trajectory in the following vector form

$$
\vec{x}(t)=\sum_{y=1}^{n} \varphi_{y}(t)\left[x_{y}^{0}+\int_{0}^{t} \Psi_{y}^{n}(x) u_{e x t}(x) d x\right]
$$

where $\psi_{\gamma}{ }^{n}$ denotes the $\gamma$-th component of $\vec{\psi}^{n} \quad[1,7]$

The continuity of extrema trajectory also at the switching moments $t_{1}, t_{2}, \ldots, t_{c}$ corresponding to $u_{\text {ext }}(t) \quad$ fully determines the constants $D_{q}^{1 i^{i}}(s), s=0,1,2, \ldots l$ $i=1,2, m$ by means of $x_{i}^{0}, x_{2}^{0}, \ldots x_{n}^{0}, \sigma$ and $t_{1}, t_{2} \ldots t_{s}$

Appendix 1 explains how the following formulae
$D_{q}^{1 i^{i}}(s)=\frac{1}{\prod_{\substack{i=1 \\ m \geqslant j}}\left(\lambda_{j}-\lambda_{1}\right)^{k_{j} k_{c}}}\left[W_{q}^{1 i}\left(x_{1}^{0}, \ldots, x_{n}^{0}, \sigma\right)+(-1)^{\sum_{j=1}^{i-1} k_{j}}(-1)^{1+q} 26 \frac{b}{a_{0} a_{n}} \sum_{k=1}^{3} \Delta_{1 q}^{1 c_{i}}\left(t_{n}\right) i^{-\lambda t_{n}}\right]$ are derived for $D_{q}^{d i}(s)$

The symbols $W_{q}^{1 i}\left(x_{1}^{0}, x_{2}^{0}, \ldots, x_{n}^{0}, \sigma\right)$ and $\Delta_{1 q}^{1 i}$ are determinants given in Appendix 1.
4. Determination of Initial Values of Adjoint, Unknowns for which. Extremal Control is Optimal one.

The problem stated in Section 1 is completely solved by proving Lemma 3 and Theorem 2.

Lemma 3. If eigen-values of the matrix $A$ are real numbers $\lambda_{1}, \lambda_{2}, \ldots, \lambda_{m}$ with their corresponding multiplicities $k_{1}, k_{2}, \ldots k_{m},\left(k_{1}+k_{2}+\ldots+k_{m}=n\right)$ and they satisfy the condition $\lambda_{1}<\lambda_{2}<\ldots<\lambda_{m \times x l}<0$, in this case, out of $2 n$ transcedentel systems
$(-1) \sum_{j=1}^{\infty} k_{j}(-1)^{1+q} \frac{a_{0} a_{n}}{6} W_{q}^{1 i}\left(x_{1}^{*}, \ldots x_{n}^{*}, \sigma\right)+(-1)^{i} \Delta_{i q}^{1 i}\left(t^{*}\right) e^{-\lambda_{i} t^{*}}=0$

$$
c=1,2, \ldots, m \quad q=4,2, \ldots k_{i}
$$

$(-1)^{\sum_{j=1}^{i \infty 1} k_{j}}(-1)^{1+q}-\frac{a_{0} a_{k}}{b} W_{q}^{1 i}\left(x_{1}^{0}, x_{2}^{0}, \ldots x_{n}^{0}, \sigma\right)+2 \sum_{k=1}^{s}(-1)^{k-1} \nu_{1 q}^{1 i^{\prime}}(t k) e^{-\lambda_{i} t_{k}}+$ $+(-1)^{s} \Delta_{1 q}^{1 i}\left(t^{*}\right) e^{-\lambda_{i} t^{*}}=0$
$i=1,2, \ldots m \quad q=2,2, \ldots k_{i}$
only one has the solution $t_{1}, t_{2}, \ldots t_{5}, t^{t}$
Which satisfies the condition $0<t_{1}<t_{2}<\ldots<t_{s}<t^{*}$ and this solution is unique.

Proof.
The Le ma cited in the foot-note No 3 enables to decompose the aggregate of extremal trajectories $\boldsymbol{\phi}_{\text {ext }}\left[\vec{x}_{0}\right]$ into not-intersecting sub-aggregates $\phi_{\text {ex } t}^{P}\left[\overrightarrow{x_{0}}\right] \quad(p=0,1, \ldots n-1)$ in ciepencence on a number of breaking points of $u_{\text {ext }}(t)$ determining them. According to the the oren of existence, there exists such an optimal trajectory that passes through yon/ The lest system of /4.1/ hes been obtained for the particular case $m=n, \boldsymbol{k}_{1}=\boldsymbol{k}_{2}=\ldots, \boldsymbol{k}_{n}=1$, by Xu... Antomonov in [5].
the origin of coordinates and belongs to one of sets $\phi_{\text {ext }}^{\rho}\left[\vec{x}^{\bullet}\right]$ If this extrenal process belongs to $\boldsymbol{\phi}_{\text {ext }}^{\rho}\left[\vec{x}^{0}\right]$ this will be, according to the parametric equation $/ 3.3 /$ a frajectory for which there exists such $t^{*}>0$ that

$$
\left.\begin{array}{c}
\sum_{i=1}^{m} \sum_{q=1}^{k_{i}} D_{q}^{1 i}(p)\left[\sum_{r=0}^{q-1} \frac{\left(t^{*}\right)^{x}}{r!}\right] e^{\lambda_{i} t^{*}}+(-1)^{s} \frac{b}{a_{0} a_{q}} \sigma=0 \\
\sum_{i=1}^{m} \sum_{q=1}^{m i} D_{q}^{1 i}(p)\left[\sum_{z=0}^{q-1} \frac{\left(t^{*}\right)^{k}}{\tau!}\left(\lambda_{i}^{k_{i}-1} \sum_{j=1}^{q-z-1}\left({ }_{j}^{k-1}\right) \frac{1}{\lambda_{i}}\right)\right] e^{\lambda_{i} \cdot t^{*}}=0 \\
k=2,3, \ldots n-1, n
\end{array}\right\} / 4 \cdot 2 /
$$

The systems $/ 4.2$ / are linear with respect to $D_{q}^{1 i}(p)$
and they are of the same type as the systems from which
$D_{q}^{1 i^{\prime}}(p)$ are determined in Appendix 1. They differ only by free terms.

This fact enables also in this case to use the determinat denotations $\Delta_{q}^{i i}(p)$ introduced in Appendix 1 , that is

$$
D_{q}^{i i}(p)=\frac{(-1)^{\sum_{j=1}^{i-1} k_{j}}}{\prod_{i=1}^{m}\left(\lambda_{j}-\lambda_{i}\right)^{k_{j} k_{i}}}(-1)^{1+q} \Delta_{1 q}^{1 i}\left(t^{*}\right) e^{\lambda_{i} t^{*}}(-1)^{p-1} \frac{b}{a_{0} a_{n}} \sigma / 4.21
$$

The left-hand side of $/ 4.2$ '/ involves the $D_{4}^{1 i^{\prime}}(p)$ determined already by the formula $/ 3.3 /$. The symbols $\sigma$ and $t_{1}, t_{2}, \ldots t_{p}, t^{*}$ used in $D_{q}^{1 i^{\prime}}(p)$ denote breairing points of $u_{\text {opt }}(t)$. It is obvious that $0<t_{2}<t_{2}<\ldots<t_{p}<t^{*}$

The relations $/ 4.2$,/ obtained after $\quad D_{q}^{1 c^{\prime}}(p)$ are inserved represent, in the matter of fact, the $n$ equations of the $p$-th transcendental system of $/ 4.1 /$.

Taking into account that it is not known to what $\phi_{\text {ext }}^{P}\left[\vec{x}_{0}\right]$ the optimal trajectory is related and, moreover,
the $\sigma$ is also unknown, we, at the beginning, sot out en systems of $/ 4.1 /$ for all $p=0,1,2, \ldots n-1, \quad$ and
$\sigma= \pm 1$ and determine those for which one solution $t_{1}, t_{2}$, ... $t_{p}, t^{*}$ satisfies the condition $0<t_{1}<\ldots<t_{p}<t^{*}$ The uniqueness of this system and its solutions is conditionned wy the theorem of uniqueness of $u_{0, p}(t)$.

Let eigen-values $\lambda_{1}, \lambda_{2}, \ldots \lambda_{m}$ of the matrix. $A$ in /1.1/ have the corresponding multiplicity $k_{1}, k_{2}, \ldots k_{m}$ and $\lambda_{1}<\lambda_{2} \ldots<\lambda_{m}<0$ and $\left(k_{1}+k_{2}+\ldots k_{m}=n\right)$
$i=1$ Let the system
$(-1) \sum_{j=1}^{\sum_{i} k j}(-1)^{1+q} \frac{a_{0} a_{n}}{B} \sigma W_{q}^{i i}\left(x_{1}^{0}, x_{2}^{0}, \cdots, x_{n}^{0}, \sigma\right)+2 \sum_{i=1}^{p}(-1)^{e-1} \Delta_{1 q}(t l) l^{\lambda_{i} t_{e}}+(-1)^{p} \Delta_{1 q}\left(t^{*}\right) \xi_{i}^{-\lambda i i^{*}}=0$
$i=1,2, \ldots, m ; q=1,2, \ldots, k_{i}$
be, for arbitrary chosen and fixed state $\vec{x}^{0} \in \vec{X}_{n}$, one of three transcedental systems /4.1/betreen the solutions of which there exists such solution $t_{1}, t_{2}, \ldots, t_{p}, t^{*}$ that $0<t_{1}<t_{2}<\cdots<t_{p}<t^{*}$

Let $\tau_{1}, \varepsilon_{2}, \ldots$, , be an arbitrary combinations of odd and non-negative integers fulfilling the inequality

$$
\tau_{1}+\tau_{2}+\cdots+\tau_{p} \leqslant n-1
$$

For fixed $\tau_{1}, \tau_{2}, \ldots, \varepsilon_{p}$ the solutions to /4.3/ uniquely determine the set $\boldsymbol{T}_{\operatorname{oni}}^{0}\left[\vec{x} ; r_{1} \tau_{2}, \ldots, \tau_{p}\right]<\mathcal{T}_{p}^{0}$. composed of all initial vectors $\vec{\Psi}(o)$. This set is a solution to the system $\operatorname{sign} \psi_{w}^{0}-\sigma=0$ $\sum_{s=1}^{n}\left[\sum_{i=1}^{m} \sum_{q=1}^{k_{i}}(-1)^{k_{1}+k_{2}+\cdots+k_{i-1}+q} d_{q}^{1 i} f q^{i}\left(t_{1}\right)\right](-1)^{s} \psi_{s}^{0}=0$
$\sum_{s=1}^{n}\left[\sum_{i=1}^{m} \sum_{q=1}^{k_{i}}(-1)^{k_{1}+k_{2}+\cdots+k_{i-1}+q} d_{q}^{1 i} q q i\left(t_{1}\right)\right](-1)^{(-1)} \psi_{s}^{s}=0$
$\sum_{s=1}^{n}\left[\sum_{i=1}^{m} \sum_{q=1}^{k i}(-1)^{k_{1}+k_{2}+\cdots+k_{i-1}+q} d q^{1 i} \& q^{\left(l_{-1}-1\right)}\left(t_{1}\right)\right](-1)^{s} \psi_{s}^{0}=0$

$$
\begin{aligned}
& \sum_{s=1}^{n}\left[\sum_{i=1}^{m} \sum_{q=1}^{k_{i}}(-1)^{k_{1}+k_{2}+\ldots+k_{i-1}+q} d q_{q}^{i} f_{q} i\left(t_{p}\right)\right](-1)^{s} \varphi_{s}^{0}=0 \\
& \left.\sum_{s=1}^{n} \sum_{i=1}^{m m_{i}} \sum_{i=1}^{k_{i i}}(-1)^{k_{1}+k_{2}+\cdots+k_{i-1}+q} \operatorname{dg} g^{i i} \operatorname{ggi}^{\left({ }^{(2 p-1)}\right.}\left(t_{p}\right)\right](-1)^{s} \varphi_{s}^{0}=0 \\
& \left.\sum_{s=1}^{n} \sum_{i=1}^{m} \sum_{q_{i=1}=1}^{k_{i}}(-1)^{k_{1}+k_{2}+\ldots+k_{i-1}+q} d \ddot{q} q q^{\left(q_{1}\right)}\left(t_{i}\right)\right](-1) \psi_{s}^{0} \neq 0 \\
& \left.\sum_{s=1}^{n} \sum_{i=1}^{m} \sum_{q=1}^{k}(-1)^{k_{1}+k_{2}+\cdots+k_{i-1}+q} d q q q_{q}^{i i} q^{\left(p_{p}\right)}\left(t_{p}\right)\right](-1)^{s} \psi_{s}^{0} \neq 0
\end{aligned}
$$

Where $f_{q} i(t)$ and $f_{q_{i}}^{v}(t)$ denote functions $\left[\sum_{r=0}^{q-1} \frac{t^{r}}{r!}\right] e^{-\lambda i t}$ and their $\gamma$-th derivatives correspondingly. Possible combinations of $p$ non-negative odd numbers $\tau_{1}, \tau_{2}, \ldots \zeta_{p}$ satisfying Eq. $/ 4.4 /$ are a finite number $M[n: p]$ Theorem 2.

The set $\bigcup_{\left\{\tau_{1} r_{2} . . r_{p}\right)} \psi_{0 \text { oh }}^{0}\left[\vec{x}_{0}: r_{1}, r_{2}, \ldots r_{p}\right]$ contains all indtrial vectors that define $u_{\text {opt }}(t)$ by means of Eq. /2.1/.

The proof of this theorem immediately follows from Theorem 1, Lemma 2 and sufficiency of the condition $/ 2.1 /$. Example.

We shall solve the problem stated in section 1 for a control system whose motion is described by the differendial equation

$$
\frac{d^{2} x}{d t^{2}}+3 \frac{d x}{d t}+2 x=u(t)
$$

where $\quad \lambda_{1}=-2 \quad \lambda_{2}=-1 \quad a_{0}=2 \quad a_{1}=3 \quad a_{2}=1 \quad b=1$
Let the point $\left(\frac{1}{2}, 0\right)$ be chosen as an initial state
$\overrightarrow{x^{3}}$. The transcedental systems /4.1 /for the chosen $\overrightarrow{x_{0}}$ have the form

$$
\begin{aligned}
& \sigma=1 \\
& s=0\left\{\begin{array}{l}
(-1)^{2} e^{t^{*}}=0 \\
\frac{1}{2}(-1)^{4} e^{2 t^{*}}=0
\end{array} \quad \sigma=0\left\{\begin{array}{l}
\sigma-(-1)^{0} e^{t^{*}=0} \\
-1-\frac{1}{2}(-1)^{4} e^{2 t^{*}=0}
\end{array}\right.\right. \\
& s=\left\{\begin{array}{l}
2(-1)^{0} e^{t_{1}}+(-1)^{1} e^{t^{*}=0} \\
-(-1)^{0} e^{2 t_{1}}+\frac{1}{2}(-1)^{2} e^{2 t^{*}}=0
\end{array} \quad s=1\left\{\begin{array}{l}
2-2(-1)^{0} e^{t_{1}}-(-1)^{1} e^{t^{*}}=0 \\
-1+(-1)^{0} e^{2 t_{1}}-\frac{1}{2}(-1)^{2} e^{2 t^{*}}=0
\end{array}\right.\right.
\end{aligned}
$$

It can be found that for $\sigma=-1$ and $s=1$ the corresponding system has the solution $e^{t_{1}}=3$ and $e^{t^{*}}=4$ and me. $0<l n 3=t_{1}<l_{m} 4=t^{*}$

For the chosen $\lambda_{1}=-2$ and $\lambda_{2}=-1$, the system /4.4/ is written in the form of one equality and two inequalities

$$
\left.\alpha: \begin{array}{r}
\Psi_{2}^{*}<0 \\
-44 \Psi_{1}^{\circ}+5 \Psi_{2}^{\circ}=0 \\
-20 \Psi_{1}^{0}+11 \Psi_{2}^{\circ} \neq 0
\end{array}\right\}
$$

the solutions to which lie on the thicker segment of the straight line $\alpha /$ see Fig.1/.
5. Appendix 1

The continuity of extremal trajectories also at the breaking points $t_{1}, t_{2}, \ldots, t \ell(\ell \leq m-1)$ U ext $(t)$ requires the agreement of constants $D_{q}^{i i}(s), s=0,1, \ell, \ldots, l$ in order to satisfy Eq $/ 3.3 /$ for values $t_{1}, t_{2}, \ldots, t_{l}$. The continuity of trajectories at $t_{1}, t_{2}, \ldots, t_{l}$ enables in $/ 3.3 /$ to write, for any $t_{s}$ the corresponding equality in the vector form

$$
\sum_{i=1}^{m} \sum_{q=1}^{k i}\left[D_{q}^{1 i}(s)-D_{q}^{1 i}(s-1)\right] \vec{x}_{q}^{1 i}(t s)=2(-1)^{s-1} \sigma \frac{\beta}{a_{0} a_{n}} \ell_{1} \rightarrow 15.1 /
$$

The determinant at the front of unknown $i=1,2, \ldots, m$
$D_{q}^{1 i}(s)-D_{q}^{1 i}(s-1), \quad q=1,2, \ldots, m \quad\left(k_{1}+k_{2}+\ldots+k_{m}=n\right)$
is a Wronslian $W(t s)$ of the basic system of the homogeneous differential equation
$W\left(t_{s}\right)=W_{(0)} l^{-0 t_{s_{s}} d x} \quad \dot{\vec{x}}=A \vec{x}, \quad$ for $t=t_{s}$
and thus the $S_{A}$ is a trace of matrix $A_{\text {; }}$ and then
$S_{A}=-\left(K_{1} \lambda_{1}+K_{2} \lambda_{2}+\ldots+K_{m} \lambda_{m}\right)$

It is easy to prove that

$$
W(0)=\prod_{\substack{i=1 \\ m \geq j}}^{m}\left(\lambda_{j}-\lambda_{i}\right)^{k_{j} k_{i}}
$$

This result enables to write the formula

$$
r\left(t_{s}\right)=\prod_{i=1}^{m}\left(\lambda_{i}-\lambda_{i}\right)^{k_{j} k_{i}} \ell^{-\sum_{v_{1}}^{m} k_{v} \lambda_{v} t_{s}}
$$

Since $W(t s) \neq 0 \quad$ for arbitry $t s$, the conclusion is that $D_{q}^{1 i}(s)-D_{q}^{1 l}(s-1)$ is unicuely determined from $/ 5.1 /$ with the help of formulae
$D_{q}^{1 i}(s)-D_{q}^{1 i}(s-1)=\frac{(-1)^{\sum_{j=1}^{s k} k j}}{\prod_{i=1}^{n}\left(\lambda_{j}-\lambda_{i}\right)^{k j k_{i}}(-1)^{1+g} 2 \sigma \frac{3}{a_{0} a_{n}} \Delta_{q}^{1 i}\left(t_{s}\right) e^{-\lambda_{i} t_{s}} / 5.2 /}$
where $\Delta_{1 q}^{1 i}(t s)$ are $\quad \begin{aligned} & m \geq j>i \\ & \text { determinants obtainable ir om a supplementary }\end{aligned}$ minor of the elements $W_{12}^{i}\left(t_{s}\right)=\left[\sum_{i=0}^{q-1} \frac{t_{s}^{z}}{\tau!}\right] e^{-\lambda_{i} t_{s}}$
in the first row of $W\left(t_{s}\right)$ after the exponents $e^{\lambda_{i} t_{s}}$ are put from columnsto outside the parentheses.

If $t_{s}$ in $/ 5.2 /$ is replaced by $t_{s-1}, t_{s-2}, \ldots, t_{1}$ and the equalities thus obtained are summed up, we obtain the following formulae for $D_{q}^{i i}(s)$

$$
D_{q}^{i i}(s)=D_{q}^{1 i}(0)+\frac{(-1)^{\substack{j-1}}}{\prod_{i=1}^{n}\left(\lambda_{j}-\lambda_{i}\right)^{k_{j} k_{i}}}(-1)^{1+q} 2 G \frac{B}{a_{0} a_{n}} \sum_{v=1}^{s} \Delta_{1 q}^{1 i}\left(t_{r}\right) \mathbb{Q}^{-\lambda \cdot 3 / 3 /}
$$

It is found that $D_{q}^{1 i}(0)$ are linear. functions of $x_{1}^{0}, x_{2}^{0}, \ldots$ $\ldots x_{n}^{0}, \sigma$. Their exact form is determined by the system

$$
\begin{aligned}
& \sum_{i=1}^{m} \sum_{q=1}^{k_{i}} D_{q}^{1 i}(0)+\sigma \frac{B}{a_{0} a_{m}}=x_{1}^{0} \\
& \sum_{i=1}^{m} \sum_{q=1}^{k_{i}}\left[\lambda_{i}^{k-1} \sum_{j=0}^{q-1}(k-1) \frac{1}{\lambda_{i}^{i}}\right] D_{q}^{1 i}(0)=x_{k}^{0}
\end{aligned}
$$

by means of the formulae

$$
D_{q}^{\lambda_{i}}(0)=\frac{w_{q}^{i_{i}}\left(x_{1}, x_{2}^{0}, \cdots, x_{i}^{0}, \sigma^{2}\right)}{\prod_{i=1}^{i}\left(\lambda_{j}-\lambda_{i}\right)^{x_{j} k_{i}}}
$$

$W^{i i}\left(x^{0}, x^{0} 0 \cdot k \quad m \geq j>i\right.$
The term $W_{q}^{i}\left(x_{1}^{0}, x_{2}^{0}, x_{w}^{0}, 0\right)$ is obtained by substituting the numbers $=x_{3}^{0} \ldots x_{n}^{0}, x_{1}^{0}-\sigma \frac{B}{a_{0} a_{n}}$ into the i-th group of $W(0)$.
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A. A. EFERDI ZADE, B.A. LISTENGARTEKT, S. M, BAGIROV, T. A ZAIROVA, and $\mathrm{I}_{6}$ Mo KURDUXOV

$$
\text { (U. } \left.S_{0} S_{0} R\right)
$$

The advancement of semieonductor technique has openeãup new prospects for the development and creation of controlled A.C. and D.C. thyristor electrie drives.

Though a number of papers concerning the investigation of the "Static frequency converter - induction motor" system 1-7 has been published in recent yeare, the phenomena taking place in these systems are still not clearly understeod.

New difficulties due to the presence of valves cousing in particular the occurence of circuite with periodie commatation are edded to the common difficulties encountered while studying the transient processes in an induction motor.

One of the important features of static frequency converters is that the output voltage of these converters is represented by staircase waveform. This being so, the motor current is usually evaluated either by sequential consideration of the processes at different inverter states 3,6 or using the method of harmonic analysis 7

For quasi-stationary and transient electromagnetic processes one can obtain a general analytical expression for the currents and the torque of on induction motor with the use of the samp-led-data systems theory and the discrete Laplace transform.

Let us consider one of the efficient inverter circuits, i.e. a three-phase bridge circuit with commutating capacitances, with intermediate D.C. supply ${ }^{1}$. .

It is assumed ideal commutation, the capacity of the smoothing -out condenser is so high that the D.C. supply voltage renains constont regardless of the load. Under such idealization the inverter voltage is of a staircase function d pending on the nature of the load and the wey of connection. Analytically, the voltage may be described in terms of staircase
functions taking the following form :

$$
\begin{equation*}
u_{k}=A_{k} \cos \frac{\pi}{3} n+B_{k} \sin \frac{\pi}{3} n . \quad(x=1,2,3) \tag{1}
\end{equation*}
$$

The sampling period of these functions depends on the frequency, 1.e.

$$
\begin{equation*}
T=\frac{1}{6 f}=\frac{2 \pi}{6 \omega} \tag{2}
\end{equation*}
$$

Table I gives voltage expressions for the case when the load is star and delta connected.

TableI

| VOLTAGS | LOADCOHHECTION CIRCUIT |  |
| :---: | :---: | :---: |
|  | D 11 ta | Star |
| $U_{1}[n]$ Phase I $U_{2}[n]$ Phase II $U_{3}[n]$ Phase III | $\begin{aligned} & u_{1}[n] \\ & u_{1}[n-2] \\ & u_{1}[n-4] \end{aligned}$ | $\begin{aligned} & u_{1}[n] \\ & u_{2}[n-2] \\ & u_{1}[n-4] \end{aligned}$ |
| At active load | $u_{1}[n]=u_{d} \cos \frac{\pi}{3} n$ | $u_{1}[n]=\frac{\sqrt{3}}{3} u_{d} \sin \frac{\pi}{3}(n+1)$ |
| At active-inductive load | $0 \leqslant \omega t_{g} \leqslant \frac{\pi}{3} \quad 0 \leqslant \varepsilon \leqslant \gamma^{2}$ |  |
|  | $\left.u_{1}[n]=u_{d}\left[\cos \frac{\pi}{3} n-\frac{\sqrt{3}}{3} \sin \frac{\pi}{3} n\right] \right\rvert\, \quad u_{1}[n]=\frac{2}{3} u_{d} \cos \frac{\pi}{3} n$ |  |
|  | $0 \leqslant \omega t_{g} \leqslant \frac{\pi}{3} \quad \gamma \leqslant \varepsilon \leqslant 1$ |  |
|  | $u_{1}[n]=u_{d} \cos \frac{\pi}{3} n$ | $[n]=\frac{\sqrt{3}}{3} u{ }_{d} \sin \frac{\pi}{3}(n+1) \cdot 1[n-r]$ |
|  | $\frac{\pi}{3} \leqslant \omega t_{g} \leqslant \frac{\pi}{2}$ |  |
|  | $u_{1}[n]=\frac{2 \sqrt{3}}{3} u_{d} \sin \frac{\pi}{3}(n+2)$ | $u_{1}[n]=\frac{2}{3} u_{d} \cos \frac{\pi}{3} n$ |

The "Static frequency converter - induction notor" systers being 80 presented may be considered as a sampled-data systen consisting of a zero-order hold and linesr plant corresponding to the equivalent
circuit of the induction motor.
For the quasi-stationary process the transfer function of the linear plant appears as

$$
\begin{equation*}
K(p)=\frac{k}{1+T_{p} p} \tag{3}
\end{equation*}
$$

where $T=\frac{L}{r}$; here $r$ and $L$ are the equivalent resistance and inductance of the motor.

Introducing a new transform parameter, $q=p \mathcal{T}$ we determine the transfer function $K^{*}(q, \varepsilon)^{8}$.

For the current function

$$
\begin{equation*}
i^{*}(q, \varepsilon)=k^{*}(q, \varepsilon) \cdot u^{*}(q, 0) \tag{4}
\end{equation*}
$$

where $U(q, 0)$ is determined from the respective values of the voltage originals given in Table I.

From the inverse discrete Laplace transform the current fundtion originals are determined.

Below is a detailed representation of current function expressions for the case when the motor is placed in the delta $\left(0 \leqslant \omega t_{g} \leqslant \frac{\pi}{3}\right)$
for $\quad 0 \leqslant \varepsilon \leqslant \gamma^{*} \quad i_{I}^{*}(q, \varepsilon)=\frac{U_{\alpha}}{r}\left[A^{*}(q, \varepsilon)-B_{I}^{*}(q, \varepsilon)\right]$
for

$$
\begin{equation*}
\gamma^{\prime} \leqslant \varepsilon \leqslant 1 \quad i_{i}^{*}(q, \varepsilon)=\frac{u_{d}}{r}\left[A(q, \varepsilon)-B_{\pi}^{*}(q, \varepsilon)\right] \tag{6}
\end{equation*}
$$

where

$$
\begin{align*}
& A^{*}(q, \varepsilon)=\left(1-\frac{e^{q}-1}{e^{q}-e^{-\beta}} e^{-\beta \xi}\right) \frac{e^{q}\left(e^{q}-0.5\right)}{e^{2 q}-e^{q}+1} \\
& B_{-}^{*}(q, \varepsilon)=\frac{1}{2}\left(1-\frac{e^{q}-e^{-\beta(1-\gamma)}}{e^{q}-e^{-\beta}} e^{-\beta \varepsilon}\right) \frac{e^{q}}{e^{2 q}-e^{q}+1} \\
& \frac{B^{*}}{I}(q, \varepsilon)=\frac{1}{2} \cdot \frac{\left(1-e^{-\beta \gamma}\right)}{e^{q}-e^{-\beta}} \frac{e^{q}}{e^{2} q-e^{q}+1} e^{-\beta(\varepsilon-\gamma)} \tag{7}
\end{align*}
$$

The values of the originals are letarmined fron the inverse discrete Laplace transforin.

When stadying the electronagnetic transiont process in a system of axds rotating at a synchronous speed, the expression for Laplace transform of the stator current takes the following form:

$$
\begin{equation*}
i_{s s}(p)=\frac{e_{s s}(p)}{x_{s}^{\prime}} k_{T}(p) \tag{8}
\end{equation*}
$$

where

$$
\begin{equation*}
X_{T}(p)=\frac{p+\alpha_{r}+j s}{(p+j)\left(p+\alpha_{r}^{\prime}+j s\right)+\alpha_{s}^{\prime}\left(p+\alpha_{r}+j s\right)} \tag{9}
\end{equation*}
$$

By deteraining the transfor function $\mathcal{K}^{*}(q, \varepsilon)$, from equation (9), and the value of $e_{s s}^{*}(q)$ from the phase voltages, we obtain the expression for the current function $i_{S S}^{*}(q, \varepsilon)$.

If the active resistance of the stator is neglected one can also obtain the analytical expression for the flux-linkage. Detailed expressions for both the current and the fluz-linkage are given in paper ${ }^{4}$.

When studying the electromechanical transient processes it is reasonable to use either an analog or a digital computer to perforn the necessary caleulations.

To carry out calculations with the use of a digital computer the equations for the motor were recorded in the system of vari-able-speed axes $\alpha$ and $\beta{ }^{9}$.

In the case of the start the equivalent impedance is of an inductive nature. In this case the expressions for the voltages $U_{\alpha}$ and $U_{\beta}$ as related to the rotating axes take the form:

$$
\begin{align*}
& u=\sqrt{\frac{2}{3}} u_{d} \cos \left(\frac{\pi}{3} n-\omega_{0} \nu t\right)  \tag{10}\\
& u_{\beta}=\sqrt{\frac{2}{3}} u_{d} \sin \left(\frac{\pi}{3} n-\omega_{0} \nu t\right)
\end{align*}
$$

The initial phase angle has been taken to be zero.
For the case of frequency control at a constant load torque (constant air-gap flux) we have the following system of differenttied equations:

$$
\begin{aligned}
& \sqrt{\frac{2}{3}} \omega_{0} \nu u_{d} \cos \left(\frac{\pi}{3} n-\omega_{0} D t\right)=x \frac{d i_{1 \alpha}}{d t}+x_{m} \frac{d i_{2 \alpha}}{d t}+r_{1} \omega_{0} i_{1 \alpha}-x_{1} \omega_{0} \nu i_{1 \beta}-x_{m} \omega_{0} \nu i_{2 \beta} \\
& \sqrt{\frac{2}{3}} \omega_{0} \nu u_{d} \sin \left(\frac{\pi}{3} n-\omega_{0} \nu t\right)=x_{1} \frac{d i_{1 \beta}}{d t}+x_{m} \frac{d i_{2 \beta}}{d t}+r_{1} \omega_{0} i_{1 \beta}+x_{1} \omega_{0} \nu i_{1 \alpha}+x_{m} \omega_{0} \nu i i_{2 \alpha} \\
& 0=x_{2} \frac{d i_{2 \alpha}}{d t}+x \frac{d i i_{1 \alpha}}{d t}+r_{2} \omega_{0} i_{2 \alpha}-x_{2} \omega_{0} \nu s i_{2 \beta}-x_{m} \omega_{0} \nu s i_{1 \beta} ; \\
& 0=x_{2} \frac{d i_{2 \beta}}{d t}+x \frac{d i_{1 \beta}}{d t}+r_{2} \omega_{0} i_{2 \beta}+x_{2} \omega_{0} D s i_{2 \alpha}+x_{m} \omega_{0} \nu s i_{1 \alpha} ; \\
& -\frac{d s}{d t}=\frac{1}{2 \nu H}\left(M_{e}-M_{s}\right) ;
\end{aligned}
$$

$$
M_{e}=x_{m}\left(i_{2 \alpha} i_{1 / \beta}-i_{1 \alpha} i_{2 \beta}\right)
$$

where $\nu=\frac{f_{1}}{f_{\text {rem }}}$ is the relative frequency of the stator current,
 $\omega_{0}=157 \mathrm{rad} / \mathrm{s}$, and H - is the inertia constant, $s$
Based on the system of equations (11), calculations were made concerning the electromechanical transient process of the inductron motor having an output power of $2,8 \mathrm{kw}, U=380 \mathrm{v}$, and $n_{0}=1500$ rpm.

To compare the trends of the transient processes for the cases of staircase and sine voltage calculations were made with respect to these two versions; in both cases the Runge-Kutta method was used.

In the case of sine voltage a standard program was used, step length is automatically adjusted. In the case of staircase waveform of voltage a standard subprogram to sol te the set of differrential equations was used in the general program for the solution
of the system (11). The block disgras of the solution program is shown in $\mathbb{P i g}$. 1. The atep length $h$ was taken to be $h=\frac{1}{4 T}$. While programing the following designations were introduced: $i=c$,
$i_{1, \beta}=b, i_{2 \alpha}=y, i_{2 \beta}=g$, and $s=\sqrt{ } \quad$.
Several motor atarting versions vere considered both in the no-losd state and at a constant load torque for different frequency values in the range from $\nu=1$ to $\nu=0,4$.

Figures 2 and 3 show graphs of $M_{e}=f(r)$ at a rated torque $\left(M_{s}=1\right)$ at $\nu=1$ and $\nu=0,4$ for both the sine and the staircase waveform of voltage. Fig. 4 presents curves of $M_{e}=\varphi(S)$ for gtaircase waverorm of voltage with $M_{S}=1$ at $D=1$ and i) 0.4 .

An analysis of the curves obtained has shown that pulsations appeac in the torque cures when staircase waveforin of voltage is supplied to the motor. The motor starting time increases as compared to that in the case of sine voltage power supply. When starting the motor under load at $\mathcal{\nu}=1$ the length of the starting period increased 2.85 times, while at $\nu=0.4$ it doubled. When starting the motor under idling conditions the starting tine increased 1.25 and 1.57 times, espectively.

A closed-loop system of automatic speed control for the induction motor at constant power ( $P=$ const) has been developed and studied. The block diagram of this system is presented in Fig. 5. The motor is operated from a static frequency converter. The load is provided by a D.C. generatior. Owing to a specially developed circuit 10,11 the generator output is automatically maintained at a constant level.

There are two control loops ( one of them depending on frequency and the other one on voltage ) to put into effect the frequency control law. The frequency control is based on the current of the induction motor. To control the voltege according to the required relationship $U=\sqrt{\nu}$, a Punctional transducer has been included in the circuit.

In conducting analytical studies on this system, a linearization
of the equations was mede and consideration was given only to small deviations.

In evaluating the transfer function of the motor the higher harmonics in the voltage curves were neglected ${ }^{6}$.

Lineacization of both the dynamic balance and torque equations defines the following relationships:

$$
\begin{equation*}
\Delta M_{m}-\Delta M_{s}=\theta p \Delta \omega_{r} \tag{12}
\end{equation*}
$$

$$
\begin{equation*}
\Delta M_{m}=W_{1 m}(p) \Delta U_{i}+W_{2 m}(p) \Delta \varphi+W_{3 m}(p) \Delta \varphi_{r} ; \tag{13}
\end{equation*}
$$

where

$$
\begin{aligned}
& W_{1 m}(p)=\frac{3}{2} p u_{m}^{2} \frac{b_{3} p^{3}+b_{2} p^{2}+b_{1} p+b_{0}}{a_{4} p^{4}+a_{3} p^{3}+a_{2} p^{2}+a_{1} p+a_{0}} ; \\
& W_{2 m}(p)=\frac{3}{2} p u_{1 m}^{2} \frac{c_{3} p^{3}+c_{2} p^{2}+c_{1} p+c_{0}}{a_{4} p^{4}+a_{3} p^{3}+a_{2} p^{2}+a_{1} p+a_{0}} ; \\
& W_{3 m}(p)=\frac{3}{2} p u_{1 m}^{2} \frac{d_{4} p^{4}+d_{3} p^{3}+d_{2} p^{2}+d_{1} p+d_{0}}{a_{4} p^{4}+a_{3} p^{3}+a_{2} p^{2}+a_{1} p+a_{0}}
\end{aligned}
$$

Here, $P$ is the number of pole pairs, $U_{1 m}$ - the amplitude value of voltage, $\Delta U_{i}$ - the relative increment of the voltage amplitude, $\Delta \varphi$ - the increment of the angle of rotation of the stator field, and $\Delta \varphi_{r}=\frac{\Delta \omega_{r}}{P}$ is the increment of the rotor angle of rotation.

The coefficients in the transfer functions are determined from the parameters of the motor.

The equations for the control loops based on frequency and voltare may be presented as:

$$
\begin{align*}
\Delta f_{i} & =-B(p) \Delta I_{m}  \tag{14}\\
\Delta U_{i} & =-A(p) \Delta I_{m}
\end{align*}
$$

The rolationghip betwaen the facrementa of current $\Delta I_{m}$ and velocity $\Delta \omega_{\gamma}$ is obtained on the basis of the frequency control law at $P_{S^{\prime}}=$ const :

$$
\begin{equation*}
\Delta \omega_{p}=-K \Delta I_{m} \tag{15}
\end{equation*}
$$

where $K=\frac{\omega_{\text {nom }}}{I_{\text {nom }}}$
Simultaneous solution of equafions (12-15) rezulted in a characteristic equation of the system

$$
\begin{equation*}
K \theta p^{2}-W_{1 m}(p) A(p) p-2 \pi W_{2 m}(p) B(p)-K W_{3 m}(p)=0 \tag{16}
\end{equation*}
$$

Stability stadien were conducted at different frequencies from 50 to 20 cycles. The experimental studies have shown thet the system makes it possible to maintain a constant ousput at a stable speed control of the induction motor with the frequency varying from 60 to 20 eycles.

Pig. 6 demonstrates oscillograms characterizing the change from one speed to anotber with varying frequency.

A new 9 kw D.C. thyristor electric drive syaten with the halfcontrolled three phase rectifier has been devised for wrapping machi nes used in tyre manufacturing. The apeed control range of the systeris is 1 to 60 .

The motor speed control is accomplished as a fuction of the rate of the cord tyre and the druin diameter. A non-contact selsyn is the control element of the system.

The block diagran of this system is shown in Pig. 7. The system has been studied in detail both theoretically and experimentally.

The transient process calculations and the stability analysis were performed with the use of an eleatronic digital computer.

The analysis of the electromagnetic processes in the "Three phase half-controlled rectifier - motor system was performed by the method of difference equations ${ }^{12}$. Solutions were obtained for two cases, i.e. with regard and with disregard to the commutation angle.

If no account is taken of the comutation angle the repetition period involves two subintervals.

In this case the expression for the current at the moments of
commatation takes the following Pron:

$$
\begin{equation*}
J[n]=R_{1}, \frac{1-e^{-n \frac{2 \pi}{3} c \operatorname{tg} \varphi}}{1-e^{\frac{2 \pi}{3} c \operatorname{tg} \varphi}}+J_{0} e^{-n \frac{2 \pi}{3} \operatorname{ctg} \varphi} \tag{17}
\end{equation*}
$$

where $R_{1}=f(\alpha, Q), \alpha$-is the angle specilied by the control syatem, and $\varphi$ is the load paraiseter.

颙林 the comnatation angle being taken into account, dependences of comutation anglos on the values of current at discrete moments of time were obtained which allowed to elininate the values of comatation eugles ircia the difference equatiosas. In this case the expressions for current take the following form:

$$
\begin{equation*}
J[n]=\frac{p_{2}}{2 x+3}\left\{\left[1-\left(\frac{x+1}{x+2}\right)^{2 n}\right]+\int_{0}^{2}\left(\frac{x+1}{x+2}\right)^{2 n}\right\} \tag{18}
\end{equation*}
$$

where $R_{2}=\varphi(\alpha, x)$, and $x$ - is the load inductance.
Using equations (17-18) one can calculate the thansient proceases for digferent versions of changes in such parameters as the angle of control in the range of $0-\pi$, the $e_{0} m_{0} f_{\text {. at the in- }}$ put and output of the converter, ete.

An electronic digital computer was used to perform computations concerning the electromechanical transient processes in the "RectiPier - D.C. wotor" system of a wrapping aachine at fized values of the angle $\alpha$ and at a varieble moment of inertia. The syster under investigation is given by the equations:

$$
\begin{align*}
L \frac{d i}{d t}+R i+C n & =\frac{U_{d o}}{2}(1+\cos \alpha)  \tag{19}\\
M_{m}-M_{s} & =M_{d}
\end{align*}
$$

where

$$
\begin{aligned}
& M_{m}=C_{m} i, \quad M_{s}=\frac{30 v\left(F_{c}+F_{g}\right)}{\eta \pi} \cdot \frac{1}{n} ; \\
& M_{d}=\frac{2 \pi}{60}\left[J_{m}+\eta^{2} J_{a}+\eta^{2} \frac{\pi b}{2 g}\left(\gamma_{c}+0.7 \gamma_{g}\right)\left(\frac{81 \cdot 10^{4}}{\eta^{4} \pi^{4}} \cdot \frac{v^{4}}{n^{4}}-R_{0}^{4}\right)\right] \frac{d n}{d t}
\end{aligned}
$$

$J_{m}$ and $J_{d}$ are moments of inertia of the motor and drum, recpectively; $R_{0}$ is the initial radius; $\eta=\frac{\eta_{d}}{n_{m}} ; \gamma_{c}^{c}$ and $\gamma_{g}^{n}$ are specific gravities of the cord and gasket, respectively; 6 is the cord width; and $F_{c}$ and $F_{g}$ are tensile forces for the cord and gasket, respectively.

Based ow the machine compilation results, a law has been derived concerning the variation of the control angle $\alpha$ under starting conditions; this law provides a limited value of starting current:

$$
\begin{equation*}
\alpha=\operatorname{Arccos}\left[\frac{\sqrt{2 \pi}}{3}\left(1-e^{-\frac{t}{T}}\right)\right] \tag{20}
\end{equation*}
$$

In Fig a 8 are shown design curves obtained for the variation of current and speed in the course of starting, with the angle $\alpha$ changing according to equation (20).
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Tashkent, USSR
One of the most significant problems arising in theory and practice of constructing modern automatic elestric drives is the creation of frequency controlled alternating-current drives, where short-circuited induction motors ( $A A$ ) are used. The realization of such drives in practice is bound up with the elaboration of economic and safe in operation frequoncy changers and a syatem for controlling them. With view to the fact that industry has mastered the output of power tiristors, a practical possibility of producing such converters has come.

Out of a multiformity of frequency changers existing today, tiristor frequency changers ( $T \Pi$ U) with an evidently marked direct current circuit and consisting of a controlled rectifier (B) with self-contained inverter ( $A K$ ) are of highest interest.

Despite the existence of diverse $\tau \Pi \mu$ diagrams and methods for autonatic control of AA voltage at joint work with $T \Pi \mu$, there is a considerable lag in questions concerning detailed investigation and realization of these methods and protection of the system against abnormal conditions.

The present paper deals with a closed autoatic control system ( $\mathrm{CAP}_{\mathrm{AP}}$ ) of $A A$ voltage developped by the authors, which secures constancy of absolute motor slip ( $S_{\text {are }}$ ) and protection of Tnutiristors against excess currents.

Automatic control through condition $S_{a \delta e}=$ Const in the $T \Pi u-A A$ system can be realized by means of three closed circuits: frequenof, voitage and capacity of coamutating $A U$ condensers.

At sufficient frequency stability of the master generator it is possiole to control the au output frequency over an open-loop cir--it. The capacity (C) control circuit as well can be realized
over an open-loop circuit in case that variation of $C$ is considered as disturbance action upon the voltage control circuit.

Converter voltage is regulated according to deviation of $S_{a \delta e}$ from a given and constant value in dependence upon frequency, load and value of commutating capacity.

As is known, the absolute $A A$ slip is expressed

$$
\begin{equation*}
S_{a \sigma_{c}}=\frac{60}{p} f_{1}-n=k f_{1}-n, \tag{1}
\end{equation*}
$$

where $P$ - number of pole paira; $f_{1}$ - frequency of supply voltage; $n$ - velocity of $A, A$ rotor rotation.

From (1) follows, that for realization the condition $S_{a \delta c}=c o n s t$ the difference of stator rotating field velocity and $A \mathcal{A}$ rotor velocity must be kept constant. But in such case for practical realization of CAP analogous measuring devices should be required. However, measurement of rotor velocity by tachometric methods causes errors amounting two percent, being commensurable with value $S_{a \delta c}$. Therefore we have used a discrete velocity measuring method.

Fornula (1) we rewrite that way

$$
\begin{gather*}
S_{a \delta_{c}}=k\left(f_{1}-f_{2}\right)=k f_{3},  \tag{2}\\
f_{2}=\frac{n}{k} \tag{3}
\end{gather*}
$$

- physically, the frequency of rotor rotation velocity will be the difference of stator- and $A A$ rotor field frequencies.

When $F_{\text {aje }}$ is expressed according to (2), the values $f_{1}$ and $f_{2}$ to be measured as voltage pulses are discrete ones and they are deprived of those shortcomings being peculiar to uninterrupted values as to the presence of measurement errors.

In fig. 1 is given the block diagram of a closed CAP of AA voltage, realized in accordance with the mentioned principle (2), as well as of tiristor protection elements against excess currents. Here it means: $A C-$ smoothing ohote, $P M T$ - overcurrent relay;
$\Phi,-$ photo-electric pulse transmitter; $C Y B, C y U-B$ and $A U$ control systens, respectively; $3 \Gamma$ - master generator; $B 4-$ deductor of $f_{1}$ and $f_{2}$ frequencies; $\Pi \angle H$ - converter of frequency $f_{3}$ into voltage $U_{o c} ; \varphi C$ - phase shifter; $y H, y M$ - voltage- and power anplifiers, respectively; cэ - comparing element; $u_{z}$-master voltage; $u_{3}$ - standard voltage; $\overline{\Phi \varphi A_{1}, ~} 5 \varphi_{A_{2}}$ - puise generator
olocks $A_{1}$ and $R_{2}$, reapectively; $ת 3$ - logical element; $5 B$ - contactless switch.

To obtain an $A, A$ rotor rotation velocity signal, it has been worked out an $\phi A$, in the design of which the $A C$ diagram and the number of AA pole pairs have been taken into account.

The measurement $f_{f}$ can be accomplished by two ways - directly at the A,A terminals or with the cyu. From the standpoint of convenience, precision of measurements and diminuation the number of device elements, $f_{i}$ rather should be taken with the help of cyu. At this the irequency increases $m$ times, where $m$ may be equal to 6 or 3 , what depends on the all diagram. In the case under conaideration can be two variants of obtaining $f_{f}$, what depends on the $3 \Gamma$ phase number.

If $3 \Gamma$ is a single-phase one with following frequency division गy means of a conversion ring, $f_{f}$ is taken off the $3 \Gamma$ output. In case that $3 r$ is a three-phase one, $f$ by means of a diode assembly nuat be taken off the output of the impulse generator.

We have worked out a $B 4$ and $\Pi \mu H$ electronic diagram shown in ifg.2. After amplification in valve $\Lambda_{6}(6 \mathrm{H} H)$ frequency $f_{2}$ is given to $\Lambda_{7}(6 H 2 O n)-B U$; to that value as well is given irequency $f_{1}$ irom $3 \Gamma$. Por normal work of $B 4$ it is necessary, that duration of pulae $f_{1}$ exceeds that of $f_{2}$. After amplification in valve $\Omega_{g}$ ( 6 HIN ) the BY output value is converted into an uninterrupted value $U_{o c}$ by means of waiting multivibrator $J_{9}$ ( 6 H 1 n ) and chain $R_{1} C_{1}$. Voltage $U_{o c}$ is then compared with voltage $U_{3}$ and $U_{3}$. The differential voltage $U_{y}$ is amplificated through voltage amplifier $\int_{10}(6 \mathrm{H} 2 \mathrm{n})$ and power anplifier $\lambda_{11}$ ( $6 \pi 7 C$ ). The anode load of the latter is choke $A M$ control winding oy of phase shifting bridge CyB.

B and AU control system. The bridge circuit of the converter is one of widely-disseminated ones for rectifying and inverting. But a tiristor control system of indicated diagrams is rather complicated, because it will entail the necessity of generating double pulses and strict match of pulse sequence at assembly and adjustment.

As has shown the analysis of $B$ and $A U$ bridge circuit tests, the sygtem for controlling them can be simplified to a high extent by reducing the number of doubling control pulses.

In Pig. 3 and 4 are shown CYB and cyu basic diagrams. CYB in-
cludes phase shifting elements, converting single-phase voltage into three-phase one, and pulse generating devices, For obtaining from the three-phase input six symmetrical bridge circuit convrol pulses, differential trangformers (TA) are used.

The diagram cyu (fig.4) includes $3 r$, inversion ring and control pulae generator.

A distinctive feature of both control circuits is that they generate one doubling pulse. In circuit cys the doubling pulse is generated by one diode $A_{1}$, being switched between the pulse generator channels. Analogously, in circuit cyu the doubling pulse is generated by diode $A_{2}$.

Such construction of $B$ and $A U$ control circuits combined with preswitched resistance $R_{n}$ (fig.3) results in reduction of control elements, simplifying of assembly and adjustment, decrease of control system power requirements and discharge of electrode cathode transition of $B$ and $A u$ tiristors.

The main object of applying $R_{n}$ consiats in the following: One of the basic conditions of switching TחU to the mains is the cophasal supply of control pulses to the tiristors of $B$ and $A U$. If this condition is not followed, "inertia" or a "dead zone" will show up, what depends upon the frequency ratio of $B$ and $a u$ tiristor control. If time of minertian at switching is overcome automatically by the system itself, for overcoming the mdead zone" it is necessary to change all control frequency or to shift the phase of B control pulses.

For eliminating the indicated effects it is suggested to connect parallel between $B$ and $A U$ an active resistance $R_{n}$ before $A C$ so, that independent of the moaent of entering $A U$ control pulsea $R_{n}$ will ensure a current which is equal to the tiristor retaining current.

Protection of the system against excess currents. The main form of normal work disturbance of $A U$ is its reversal with short circuit condition as a result, thus creating unfavourable conditions for action of $B$ and $A U$ tiristors.

Existing protection methods (fusiblesanode cutouts, short contactors $a, 0_{\text {. }}$ ) have substantial shortcomings ${ }^{1}$. For this reason we have developped a contactless protection of tiristors against excess currents, the basic diagram of which is shown in)fig. 5 .

The working principle of this protection is based on the comparision of pulse $A_{1}$ with pulse $A_{2}$ (fig.1). At reversal of AU pulse $A_{1}$ is not generated and logical elenent $A 3$ delivers a signal $A_{3}$, which acts on CYB in such manner, that the rectified voltage could not decrease to zero, and that when sd it remains to a certain degree a fixed angle $\alpha_{\varphi}$, which through tiristors 3 and $A M$ proviedes a flow of current with lower value than their ratec current.

For ereation of $\alpha_{\phi}$ the direct current in circuit CYB to be overlapped consists of fixed $U_{\Phi}$ and adjustable $U_{z}$ voltage. These voltages are matched so, that they will provide the required $\alpha_{\varphi}$ if $u_{3}$ is switched off.

For obtaining pulse $A_{1}$ a pulse transformer ( $T u$ ) is us ed (fig.4). All TU pulses are collected by a diode assembly (CA, ) and amplified in valve $\Omega_{1}(6 H 1 n)$. The amplified pulse is delivered to the waiting multivibrator $\Lambda_{2}$ ( 6 H 1 n ), where a pulse of required bandwith is taken from and given to $\Lambda 3-3 e c o n d$ grid of $\Lambda_{5}(6 \mathrm{~m} 20 \mathrm{~N})$. Pulae $A_{2}$ from cyu input transformer $T P_{1}$ and through waiting multivibrator $\Lambda_{3}(6 \mathrm{Hin})$ and amplifier $\Lambda_{4}(6 \mathrm{HfN})$ is given to $\Lambda_{5}$ - Pirgt grid. At lack of $A_{1}$ pulse $A_{2}$ opens valve $\Lambda_{5}$ anc on the output of transformer $T P_{2}$ appears a signal $A_{3}$. This signal switches the tiristor $T$, by the current of which $U_{z}$ is switched off. The contactless switch is a triode type $\Pi \mathbb{2} 02$ with a current flowing through it, being conditioned by $u_{z}$. Current for opening the triode is taken from the same source $U_{z}$ through a resistance $R_{i}$ Furthermore, into circuit $u_{3}$ is switched a normally closed contactor K2, who switches off from PMF (fig.1); the latter protects B and AU tiristors against overload currents. Contacts K1 in circuit $T$ and anode voltage circuit of valves $\Lambda_{1}-\Lambda_{5}$ serve for return of the circuit into its initial condition.

Here are the main equations of its elements in linear approximation, required for stability analysis of the considered system. For this tolerances practically assumed for such systems have been acopted ${ }^{2}$.

Equadion of node $B=A C$ with a short-circuit winding against sustained vibrations in $A C$ ( Pig .1 ) according to ${ }^{2}$ is written

$$
\begin{equation*}
\left(\beta T_{2} \rho+1\right) \Delta u_{0}+\left(T_{2} p+1\right) R_{3} \Delta i_{0}=\left(\beta_{1} T_{2} p+\rho\right) R_{3} \Delta \alpha, \tag{4}
\end{equation*}
$$

where $\quad \beta=\frac{T_{k j}}{T_{z}}, \quad T_{\kappa 3}=\frac{L_{k z}}{R_{k j}}, \quad T_{z}=T_{3}+T_{k z}$,

$$
T_{3}=\frac{L_{3}}{R_{3}}, \beta_{1}=\beta \rho, \quad \rho=\frac{K_{B}}{R_{3}},
$$

$R_{3}, L_{\ni}, i_{0}$ - active resistance, self-induction factor and current of $A, C$ operating circuit; $R_{K 3}, L_{k z}$ - active resistance and self-induction factor of $A C$ short-circuit winding; $U_{0}-A U$ input voltage; $K_{g}, \alpha$-transinission factor and control angle of $B ; P$ - sign of differentiation.

Equation of voltage regulator. The main elements of the vol-


The equation of $B \psi$ and $\varphi A$ is defined from (8) and (3). The dynamic condition of $\Pi И H$ in the main is defined by parameters of chain $R_{1} C_{1}$. Its derivated equation as well will be

$$
\begin{equation*}
\left(T_{c} \rho+1\right) \Delta u_{o c}=K_{c} \Delta u_{1}, \tag{5}
\end{equation*}
$$

where $\quad k_{c}=\frac{R_{H}}{R_{1}+R_{H}} \quad$ and $\quad T_{c}=k_{c} R_{1} C_{1}$

- transaission factor and time constant of chain $R_{1} c_{1}$, respectively; $R_{H}-\Pi \psi H$ load resistance; $U_{1}$ - output voltage of $\Pi \mu H$ waiting multiviorator.

In comparing element $C \ni$ voltage $U_{o c}$ from the $\Pi \not \subset H$ output is compared with master voltage $u_{z}$ and pernanent standard voltage $u_{3}$. CJ output voltage will be equal to

$$
\begin{equation*}
\Delta u_{y}=\Delta u_{z}-\Delta u_{\mathrm{oc}} \tag{6}
\end{equation*}
$$

The equation of $y_{H}$ we write

$$
\begin{equation*}
\Delta u_{a}=k_{H} \Delta u_{y} \tag{7}
\end{equation*}
$$

where $K_{H}$ - voltage anplification factor of amplifier $\Lambda_{10}$ (6H2R).

Voltage $u_{a}$ is amplificated by power amplifier $\Lambda_{11}(6 \pi 7 C)$, the anode load of which is the control winding of the phase shifting bridge (fig. 3 ). Then, symbolling the control winding current of this choke by $i_{n}$, we obtain

$$
\begin{equation*}
\left(T_{n} p+1\right) \Delta i_{n}=K_{m} \Delta u_{a}, \tag{8}
\end{equation*}
$$

where $\quad T_{n}=\frac{L_{n}}{R_{a}}$ - anode circuit time constant; $R_{a}$ - its active reaistance; $L_{n}$ - inauctance of control winding $A M$; $K_{n}$ - power amplification factor.

The parameters of elements included in the composition of cyb - converter of single-phase voltage into three-phase one, pulse generator a.o. - practically have no influence on output co-ordinates of the phase shifting bridge (voltage phase). Therefore equations of the grid arrangement $B$ in the whole are defined by the following equation of phase shifting bridge

$$
\begin{equation*}
\Delta \alpha=k_{\alpha} \Delta i_{n}, \tag{9}
\end{equation*}
$$

where $\alpha$-phase shift between input-and output voltages of phase shifting bridge - regulation angle $B$.

Equation of node $A U-A A$ we obtain proceed from the equation of drive moment

$$
\begin{equation*}
\mu=\mu_{c}+\frac{G D^{2}}{375} k \frac{d f_{1}}{d t}-\frac{G D^{2}}{375} \frac{d S_{a d c}}{d t}, \tag{10}
\end{equation*}
$$

where $M-A, A_{\text {, }}$ torque; $\mathcal{K}_{c}$ - moment of resistance of operating gear, given to the $A A$ shaft.

Moment $\mathbb{M}$ is defined by the ratio

$$
\begin{equation*}
\mu=\frac{u^{2} b}{6,54 \pi f_{1}}=\varphi\left(u, f_{1}, c, s\right) \tag{11}
\end{equation*}
$$

where $U$ - AA supply voltage, which in the considered system is defined by the expression ${ }^{3}$

$$
\begin{equation*}
u=\frac{\pi u_{0} z_{3} z(S)}{3 \sqrt{6} k_{\pi} \tau_{3}}=\varphi\left(u_{0}, f_{1}, c, S, i_{0}\right) \tag{12}
\end{equation*}
$$

where $\delta_{3}, Z_{\ni}, Z(s), \tau_{\ni}$ - equivalent circuit parameters of node $A U-A A^{3}$; $K_{T}$-transformer factor of inverter transformer.

Linearizing equations (10) - (12) at $C=$ const and taking into account, that $S=\frac{S_{a \delta_{c}}}{K f_{1}}$, we obtain the transfer function
of node $A U-A_{1} A_{1}$

$$
\begin{equation*}
\left(k T_{3} p-k_{4}\right) \Delta f_{1}-k_{5} \Delta u_{0}-k_{6} \Delta i_{0}+k_{7} \Delta M_{c}=\left(T_{3} p+1\right) S_{a \delta c} \tag{13}
\end{equation*}
$$

where $T_{3}=\frac{G-D^{2}}{375 K_{3}}$ - electromechanical time constant of the drive; $k_{3}-k_{7}$ - Iinearisation factor ${ }^{4}$.

The total trangfer function of closed GAP is defined in
conference by solution of equations (2) - (8) and (13).
An experimental check on workability of the developped system bas been carried out on a type $y \Pi B K-50$ tiristorized converting assembly, As adjustable motor an $A, A .8 \mathrm{kw}$ has been used. Results, obtained in time of theoretic inveatigation have shown good coincidence with the experiment.

As illustration we bring some of the oscillograms obtained. In fig. Ga are shown working dynamics of the protection circuit, Prom there it can be seen, how ancde current $i_{1}$ or $i_{2}$ who enters into action of the tiristor, ascends in the moment of au reversal. The time for $\not$ being the separate tiristor under short-circuit current at the level of working current makes 0.01 sec . Fig. 6b shows one of rated load charge and removing oscillograus, where control frequency is equal to $60 \mathrm{c} . \mathrm{p} . \mathrm{s}$. From that it can be seen that the quality of the system's transient response is satisfactory.
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Fig. 1. Block diagram CAP of $A A$ voltage and elements of TחU tiristor protection.

pig. . Basic diagram of feedoack-circuit of the syst en.


Fig. 3. Basic diagram of rectifier control system.


Pig. 4. Basic diagram of inverter control system.


Pig. 5. Basic diagram of TMu tiristor protection
$a$

 Fig. Ga.oscillogram of working dynanics of the tiristor protection cirouit.
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## I. Introduction

Industrial application of the servosystems with the thyristor variable-frequency by induction motors proves to be of great economic importance. These servosystems will have higher efficiency and reliability comparing, with the existing systems with more than 3 rotating motors. When using thyristors there is no doubt about possibilities of vafiable-frequency control by the squirrel-cage induction motors.

Great numbers of papers have been published to, the, effect. How there are units in operation with thyristor r.p.m. control of the 3 -phase squirrel-cage motor with the capacity up to some thousand kilowats. However not much attention have been given to the problems of such high precision servosystems despite of the fact, that a number of institutions investigation this theory.

Some difficulties have been met while studying the problem and not all of them have been overcome yet. This paper is considers some theoretical and experimental date, allowing to realize and to elininate the difficulties arised and to design invariant servosystems of the type.

Theoretical data is have been proved by testing on the stand with the 3 -phase squarrel-cage induction motor with the capacity of IO kw. Block-scheme of the servosystem is shown in fig. I. $\mathbb{A}$ is a 3 -phase induction motor, fed with the variable frequency voltage from the invertor $\boldsymbol{U}$. $\mathbb{1}$ makes object 0
rotate with the help of reductor $P$. A.c. provides the controled rectifier $4 B$. Further the rectified voltage is supplied to the fifter $\Phi_{2}$ and through the current transmitter TOQ to the invertor $W$. Output voltage $Y B$ is controlled by the block $54 . B$, producing the opening angles $\psi$ of thyristor rectifier. The block $\sigma 4 B$ is fed by the amplifier $Y$. By the other channel amplifier 4 supplies the friquency oscillator $3 \Gamma 4$ through the filter $\phi_{1}$. Output pulses $3 \Gamma 4$ are supplied to the reversive closed loop PK, controlling order of phase tuming. The semo blocks $5 B B, 5 B \Gamma, 5 B K$ give the pulses, the necessary shope and deliver them to the inveqtor $\boldsymbol{M}$. Thus, variable voltage with variable irequency is supplied to the motor $\boldsymbol{\square}$, which causes smooth control of r.p.m. and produces the reverse effect.

Voltage $U_{e x}$ from sum block $C Y$ and the signal from the current limitation block SOT are supplied the amplifier
Y. The voltage proportioned to the angle of mismatch $\theta=\alpha_{\boldsymbol{d}}-\alpha_{0}$ between the transmitting selsynC $\mathcal{(}(\alpha, \partial)$ and the receiving sel$\operatorname{syn} C O\left(\alpha_{0}\right)$ provers to be the main control signal.

Voltage, generated by the tachometer TO and the differentiator $\mathcal{A} 90$ (feed backs) provide the high stability. Transmitters of invariant signals tachometer $T, A$ rotated by the controlling installation $3, A$ and differentiator $A \operatorname{qog}^{d}$ compensate the error stipulated by the controlling signal $\alpha_{d}$. The current transmitter $T Q . Q$ and differentiator $A \rho M$ compensate the error stipulated by the perturbation torque $M_{B}$. The above system has same nonlinear and pulse blocks. Such servosystem is a complicated pulse nonlinear system, that is not practically calculated. Therefore while deriving the equation, the above mentioned "unit nonlinear function" is used. Unit nonlinear function is determined by the ratio of meanings nonlinear magnitude to the corresponding linearized values of it.

These values are selected either graphically or analyticalIy and they make it possible to derive the equation true for both linearized and nonlinearized variants. Initially the linearized variant was calculated provided the high stability (including real negative roots of characteristic equation) and high precision of following. Afterwards the nonlinear variant with the
known constants values of the selected installations is being checked.

With the lack of recuperation of energy the constant linear equation coefficients of the servosystem prove to be different for both the working mechanical characteristics of the induction motor and for the brake characteristics of it. The simpler case is being discussed there, when the recuperation of energy takes place that is when rectifier $Y B$ is bose on symmetrical thyristors.

## 2. Initial equations

Initial equation of fig. I is

$$
\begin{align*}
& U_{B x}=K_{1} i_{n} \theta-\left(\tau_{6}^{\prime \prime} P^{6}+\ldots .+\tau_{1}^{\prime \prime} P\right) \alpha_{0}+\left(\tau_{7}^{\prime} P^{\gamma}+\ldots+\tau_{1} P\right) \alpha_{\alpha^{+}} \\
& \quad+\left(\tau_{G M} P^{5}+\ldots .+\tau_{1 M} P+P_{0 M}\right)\left[M_{B}+i_{0}^{2} J_{c}\left(Z_{j}-1\right) P^{2} \alpha_{0}\right] \tag{1}
\end{align*}
$$

Where $K_{1}$ - is the slope of the characteristic of CO transmitter output [v/rad],
$i_{n}$ - transfer value of the fine transmitting selsyn $T D$ up to the axis of the object

$$
\tau_{i}^{\prime \prime}=\frac{u_{i}^{\prime \prime}}{\rho^{i} \alpha_{0}} \frac{V \cdot \sec ^{i}}{\tau_{a d}} ; \quad \tau_{i}^{\prime}=\frac{u_{i}^{\prime}}{\rho^{i} \alpha_{0}} \frac{V \cdot \sec ^{i}}{\tau_{\alpha d}} ; \tau_{i m}=\frac{U_{i m}}{\rho^{i} M_{B}} \frac{V \cdot \sec ^{i}}{K g m}
$$

- the slope of the characteristics of the diffirentiator output of order $i$, which belongs correspondingly to the rotaion angle of the object do to the rotation anger do perturbation torque $M_{B}$.
$U_{i}^{\prime}, U_{i}^{\prime}, U_{i m}-$ voltage, generated by these differentiators [v]
Voltage $i^{2} J_{c}\left(x_{j}-1\right) p^{2} \alpha_{0}$ serves for the compensating influence on the dynamics of servosystem of variable consistent of the torque of inertia of the object. The expression in square brackets is the value of the transmitter discussed. in [2].
$\mathcal{Z}_{j}$ - unit nonlinear function, involving the changes of the torque of inertia of the object.

Sun signal $U_{B x}$ feeds the nonXinertia amplifier $Y$. Further on this signal splits into two channels.

Output amplifier voltage $K_{y_{2}} U_{g_{x}}$ operates the work of the rectifier through the block $5 \varphi B$ by means of changing the openins angles of thyristors $\psi$.

Fig. 2 (chart 1) shows the relationship between this angle $\psi$ and the input voltage $K_{y 2} U_{B x}$.

This relationship is nonlinear and the form of the nonlinearity is influenced by the block-scheme features. .

It could be expressed in the following way

$$
\begin{equation*}
K_{y 2} L_{a x}=K_{\delta} Z_{\delta}\left(1+T_{\delta} p\right)(\pi-\psi), \tag{2}
\end{equation*}
$$

where $K_{\sigma}=\frac{K_{y 2} U_{\text {dx }}}{\pi}-2$ constant,

$$
z_{\delta}=\frac{K_{y 2} U_{b x}}{K_{\delta}(\sqrt{r}-\psi)}-\text { a unit nonlinear function }
$$

$$
\psi_{H}=\pi
$$

$\boldsymbol{Z}_{B}$ - is shown by the curve 3 (iig.2).
Ts - is this block time constant.
Voltage pulses, corresponding to the angle $\psi$ are supplied to the driven thyristor rectifier $Y B$.
Relationship of the output rectifier. $U_{B}$ operationil voltage from the angle $\psi$ can be seen in fig. 3 (graph 1).

The linearized curve is reprisented by the straight line 2. If

$$
K_{B}=\frac{\tilde{F}-\psi_{0}}{U_{E N}} ; \quad \mathscr{X}_{B}=\frac{1}{U_{B}}\left(U_{B H}-\frac{\psi-\psi_{0}}{K_{B}}\right),
$$

then $\psi=\psi_{0}+K_{B}\left(U_{B H}-\mathcal{Z}_{B} U_{B}\right)$,
where $U_{B}$ and $U_{B H}$ - current and nominal values of the operational voltage at the rectifier output.
$Z_{B}-2$ unit nonlinear function (chart 3 in fig.3) with the maximum increment equal to $\mathcal{Z}_{B H}$

Assuming that $\hbar-\psi_{0}=K_{B} U_{B H}$ from the expressions (2) and (3), we have

$$
\begin{equation*}
K_{y 2} U_{B x}=K_{\delta} Z_{6} K_{B} Z_{B}\left(1+T_{\sigma} D\right) U_{G} \tag{4}
\end{equation*}
$$

The voltage $U_{B}$ is supplied on the T-section filter $\Phi_{2}$. If we neglect the influence of the electromotive force on the inveztor the relationship between the input $U_{B}$ and output $U_{\phi}$ voltages could be written in a such form:
$U_{B}=K_{\phi_{2}}\left(P^{2}+A_{12} P+A_{02}\right) U_{\phi \rho}=K_{\phi p_{2}}\left(P-\lambda_{2}\right)\left(P-\lambda_{3}\right) U_{\phi_{1}}$
where $\lambda_{2}$ and $\lambda_{3}$ are the roots of the characteristic equation, that corresponds the expression (5).

The factors $A_{12}, A_{02}$ could be determined by the characveristic equation roots $\lambda_{2}$ and $\lambda_{3}$ this characteristic equation corresponds to the expression (5) in accordance with the Vieta relationships.

Friml the expressions (4) and (5) we have

$$
\begin{equation*}
K_{y 2} U_{\delta x}=K_{\phi_{2}} K_{\delta} Z_{\delta} K_{B} Z_{B}\left(1+T_{\delta} P\right)\left(P^{2}+A_{12} P+A_{\delta 2}\right) U_{\phi} \tag{6}
\end{equation*}
$$

The voltage $U_{\varphi}$ is supplied the invertor $K$.
Across another channel where the variable frequency are created the amplifier voltages $K_{y}, U_{B X}$ are supplied on the $P_{1}$-section filter. Its function is to sinchronize in the dynamics the frequency $f_{1}$ and the voltage $U_{\phi p}$ that are supplied on the invertor. This is why this filter constants are chosen (if possible) to be equal to the filter $\Phi_{2}$ constands.

The filter $P$, differential equation would be of the following form

$$
\begin{equation*}
K_{y_{1} 1} U_{b_{x}}=K_{\varphi_{1}}\left(P^{2}+A_{11} P+A_{01}\right) U_{\phi_{1}}=K_{\phi_{1}}\left(1+T_{\phi_{1}} P\right)\left(1+T_{\phi_{2}} P\right) U_{\varphi_{1}} \tag{7}
\end{equation*}
$$

where $U_{\varphi_{1}}$ - this filter output voltage and $K_{\varphi_{1}}=K_{\varphi_{2}}$. Such kind of equation corresponds to $\Gamma$-section filter, assembled using the inductance $L_{\phi}$ and the capacitance $C_{\phi}$ where $T_{\varphi_{1}}=T_{\phi_{2}}$ are this filter time constants.

The voltage $U_{\rho,}$ is supplied on the master s frequency oscillator. The relationship of the frequency $f$, this voltage could be expressed by the following formula:

$$
\begin{equation*}
U_{Q_{1}}=K_{F} Z_{F}\left(1+T_{F} P\right) f_{1} \tag{8}
\end{equation*}
$$

where $K_{F}=\frac{l_{\text {POOH }}}{f_{1 H}}$ - a constant,

$$
Z_{F}=\frac{L_{o p}}{K_{F} f_{l}} \text { - a unit nonlinear function. }
$$

We assume that the blocks PK, $5 B \Gamma, 5 B B, 5 B K$ and $\Gamma И$ do not bring the dynamic errors into the relationship (8), but only
distribute the signals of the required frequency mong the phases ; and give the pulses that open the invertor thyristors the aecessary shapes, that make the thyristors to be easily openec. As a result the a.c. voltage of the controlled frequency would be supplied on the induction metor winding, but the simusoidal shapes of the voltage curves still would have the wellknown form of the rectangular approximation.

For the three-phase squirell-cage induction motor from the statics point of view there is a special relationship between the number of the revolutions per minute $n$ and the motor shaft moment namely:

$$
\begin{equation*}
n=n_{c}-\frac{K_{M} Z_{M} M_{d}}{Z_{\delta}^{2} Z_{\delta}^{2} Z_{B}^{2}} \tag{9}
\end{equation*}
$$

where $n_{c}$-sincronous number of revolutions per minute,

$$
K_{M}=\frac{n_{c}-n_{H}}{M \partial H}-\frac{\text { a constant, defining the relationship }}{\text { between the moment and the number of }}
$$ revolutions per minute.

$Z_{M}=\frac{n_{C}-n}{K_{M} M_{d}}$ - a unit nonlinear function,
$Z_{y}=\frac{U_{\alpha}}{U_{\alpha}}$ - a unit nonlinear function defining the decline on the motor of the factual voltage from the linearized one.
$L_{\partial}$ and $U_{\partial_{1}}-$ actual and linearized voltages.
During the variable-frequency control of this motor speed it is necessary with the frequency decreasing to minimise the voltage supplied on its stator winding. The academician M.P. Kostenko was the iirst who proposed the voltage-frequenc; relationship. But this dependance does not provide the constant slope of the motor mechanical feature and freedom of the maximum moment from the frequency. The required conditions would be best satisfied by the relationship between these values that are defined by the equations $(2-68)[1]$ This relationship is applied for the family of the stable nechanical characteristics of the operational motor; and fig. 4 shovs these values.

If we limit the relationship $(2-68)^{[1]}$ with the perinissible maximum number of errors in absolute slipping, i.e. $\beta=0$ and $\beta=\alpha$, where $\alpha$ is the voltage relative
frequency supplied on the motor, then the range of the velative voltage $\gamma$ changes would be limited by the curves, shown in fig.5. Let us linearize it by the straightline 1. Then the value of relative linearised voltage on the motor would satisfy the conditions of the following equation

$$
\begin{equation*}
\gamma=\gamma_{0}+k_{\gamma} \mathcal{Z}_{\gamma} \alpha \tag{10}
\end{equation*}
$$

and a unit nonlinear function defining the relationship between the nonlinear voltage and the corresponding linearized values, is equal to

$$
\begin{equation*}
\underset{z d}{z_{\gamma}}=\frac{\gamma}{\gamma_{1}} \tag{11}
\end{equation*}
$$

where $\gamma$ - according to the equation $(2-68)^{[1]}$ should be equal to the following expression:
$\gamma=\sqrt{\frac{2 \tau_{1} \frac{\tau_{2}^{\prime}}{\beta} \alpha+\left(b^{2}+c^{2} \alpha^{2}\right)+\left(\alpha^{2}+e^{2} \alpha^{2}\right) \frac{\tau_{2}^{\prime 2}}{\beta^{2}}}{2 \tau_{1} \frac{\tau_{12}^{\prime}}{\beta}+\left(b^{2}+c^{2}\right)+\left(\alpha^{2}+e^{2}\right) \frac{\tau_{2}^{\prime 2}}{\beta^{2}}}}$
The definition of all the units that are in the equation (12) is given in the paper ${ }^{[1]}$.

The equation (9) is valid for the statical conditions of the motor operation. In the dynamics this relationship would be changed by the influence of electromagnetic inside stator and rotor processes. Approximately the influence could be expressed by two motor time constants $T_{\partial_{1}}$ and $T_{\boldsymbol{\partial}_{2}}$. Then the equation (9) would be of the following form :
$h=K_{i}\left(P^{2}+A_{1} a P+A_{0 d}\right)\left(\frac{f_{1}}{K_{f}}-\frac{K M}{Z_{\delta}^{2} Z_{B}^{2} Z_{\gamma}^{2}} M_{0}\right)$
where $K_{f}=\frac{f_{I H}}{n_{C H}} \quad$ - a constant.
$f_{1 H}$ and $n_{C H}$ - a nominal frequency and the revolution number per minute.

$$
A_{1 d}=\frac{1}{T_{1, d}}+\frac{1}{T_{2 d}} ; \quad A_{08}=\frac{1}{T_{1, d} T_{2 d}}, \quad K_{i}=\frac{1}{A_{00}}
$$

The moment, developed by the object, and applied to the motor shaft if we neglect the influence of the drive effeciency would be equal to

$$
\begin{equation*}
M d=\frac{M_{B}}{i_{0}}+i_{0} \mathcal{\rho ^ { 2 } \alpha _ { 0 }} \tag{14}
\end{equation*}
$$

Here $M_{B}= \pm M_{c \tau \partial} i_{0}+M_{B}^{\prime} \quad \mathrm{kgm}$ is the resulted perturbation torque, applied to the object.
$M_{c r d}=M_{x x}+\frac{M_{c T}}{i_{0}}-$ is a torque of, the statical re istors, including the idle run motor moment. Max,
calculated for the motor shaft.
$M_{B}^{\prime}$ - is an inherent perturbation torque including the instable torque [kg].
$i_{0}$ - transfer value from the motor to the object.
$y=y_{0}+\frac{y_{0}}{i_{0}^{2}}$ - the inertia torque of the drive rotating parts; calculated for the motor shaft [kgm.sec ${ }^{2}$ ].

If the inertia torque $\mathcal{C}_{0}$ is variable, then we can put it in the following form:

$$
\begin{equation*}
y=y_{0}+\frac{y_{0}}{i_{0}^{2}}=z_{j} y_{c} \tag{15}
\end{equation*}
$$

where $\mathcal{Z}_{j}=\mathcal{J} / \mathscr{H}_{c}-$ a unit nonliner function, defining of the decline of from the constant value
3. Nonlinear differential equation

By the simultaneous solving of the equations (1)-(8), (10), (13)-(15), we have the following expression.

$$
\begin{gathered}
\left(a_{7} Z_{0} P^{7}+A_{6} P^{6}+\ldots+A_{1} P+A_{0}\right) \theta(t)= \\
=\left(B_{7} P^{7}+\ldots+B_{1} P\right) \alpha_{2}(t)+\left(G_{5} P^{5}+\ldots+G_{1} P+G_{0}\right) M_{B}+B_{0}
\end{gathered}
$$

where

$$
\begin{aligned}
& A_{i}=a_{i}+\sigma \tau_{n i}^{\prime \prime}, \quad i=1,2, \ldots, \sigma, \\
& B_{i}=A_{i}-\sigma \tau_{n i}^{\prime}, \quad i=1,2, \ldots, 7, \\
& G_{i}=g_{i}-\sigma \tau_{n i N}, \quad i=0,1, \ldots, 5, \\
& B_{0}=\frac{ \pm M_{c, \partial}}{i_{0} J_{c} T_{c} T_{\varphi 1} T_{p 2} T_{\partial 1} T_{\partial 2}},
\end{aligned}
$$

$$
A_{0}=\frac{K_{y_{1}} i_{n} K_{1}}{I_{0}} \frac{1}{\sec }, \quad \sigma=\frac{K_{y_{1}}}{I_{0}}=\frac{A_{0}}{K_{1} i_{n}}
$$

$$
I_{0}=K_{f} K_{F} K_{11} i_{0} J_{c} T_{\partial 1} T_{\partial 2} T_{F} T_{\varphi 1} T_{\varphi 2} \frac{z_{\varphi 1}+Z_{\varphi 2}}{2_{\mu}} v \cdot \sec ^{p}
$$

$$
\tau_{n i}^{\prime \prime}=\tau_{i}^{\prime \prime}+\tau_{i-1}^{\prime \prime}\left(T_{\partial 1}+T_{\partial 2}\right)+\tau_{i-2}^{\prime \prime} T_{\partial 1} T_{\partial 2} \frac{{ }^{N} \cdot \sec ^{i}}{2 a d},
$$

$$
\tau_{1 i}^{\prime}=\tau_{i}^{\prime}+\tau_{i-1}^{\prime}\left(T_{\partial 1}+T_{\partial 2}\right)+\tau_{i-2}^{\prime} T_{\partial 1} T_{\partial 2} \frac{v_{1} \cdot \sec ^{i}}{2 a d},
$$

$$
a_{7}=\frac{1}{I_{0}}\left[\tau_{6}^{\prime \prime}\left(T_{\partial 1}+T_{\partial 2}\right)+\tau_{s}^{\prime \prime} T_{\partial 1} T_{\partial 2}\right] \frac{r_{s e c}{ }^{2 a d}}{\tau a d}
$$

$$
a_{6}=Z_{0}\left(\frac{1}{T_{f}}+\frac{1}{T_{\rho 1}}+\frac{1}{T_{\varphi 2}}+\frac{1}{T_{\partial 1}}+\frac{1}{T_{\partial 2}}\right) \frac{1}{\mathrm{sec}}
$$

$$
a_{s}=Z_{0}\left[\frac{1}{T_{\varphi_{1}} T_{\varphi 2}}+\left(\frac{1}{T_{\varphi 1}}+\frac{1}{T_{\varphi_{2}}}\right)\left(\frac{1}{T_{f}}+\frac{1}{T_{\partial 1}}+\frac{1}{T_{\partial_{2}}}\right)+\right.
$$

$$
\left.+\frac{1}{T_{\partial 1} T_{\partial 2}}+\frac{1}{T_{F}}\left(\frac{1}{T_{\partial 1}}+\frac{1}{T_{\partial 2}}\right)\right] \frac{1}{\sec ^{2}}
$$

$$
\begin{aligned}
& a_{4}=Z_{0}\left[\frac{1}{T_{F}}\left(\frac{1}{T_{p_{1}} T_{\varphi 2}}+\frac{1}{T_{\partial_{1}} T_{\partial_{2}}}\right)+\left(\frac{1}{T_{\varphi_{1}}}+\frac{1}{T_{p_{2}}}\right) x\right. \\
& \left.\times\left(\frac{1}{T_{F} T_{\partial 1}}+\frac{1}{T_{F} T_{\partial 2}}+\frac{1}{T_{\partial 1} T_{\partial_{2}}}\right)+\frac{1}{T_{\varphi_{1}} T_{\varphi_{2}}}\left(\frac{1}{T_{\partial 1}}+\frac{1}{T_{\partial_{2}}}\right)\right]+\frac{Z_{E}}{T_{\partial 1} T_{\partial 2} T_{\mu}} \frac{1}{\sec ^{3}} \\
& a_{3}=Z_{0}\left[\frac{1}{T_{F} T_{\varphi 1} T_{\varphi 2}}\left(\frac{1}{T_{\partial 1}}+\frac{1}{T_{\partial 2}}\right)+\frac{1}{T_{F} T_{\partial 1} T_{\partial 2}}\left(\frac{1}{T_{\varphi 1}}+\frac{1}{T_{\varphi 2}}\right)+\right. \\
& \left.+\frac{1}{T_{\varphi_{1}} T_{\varphi_{2}} T_{\phi_{1}} T_{\partial_{2}}}\right]+\frac{Z_{F}}{T_{\partial_{1}} T_{\partial_{2}} T_{M}}\left(\frac{1}{T_{f}}+\frac{1}{T_{\varphi 1}}+\frac{1}{T_{\varphi 2}}\right) \frac{1}{\sec ^{4}}, \\
& a_{2}=\frac{Z_{0}}{T_{F} T_{\varphi_{1}} T_{\rho_{2}} T_{\partial_{1}} T_{\partial_{2}}}+\frac{Z_{F}}{T_{M} T_{\partial_{1}} T_{\partial_{2}}}\left[\frac{1}{T_{\varphi_{1}} T_{\varphi_{2}}}+\frac{1}{T_{F}}\left(\frac{1}{T_{\rho_{1}}}+\frac{1}{T_{\rho_{2}}}\right)\right] \frac{1}{\sec ^{s}}, \\
& a_{1}=\frac{Z_{F}}{T_{F} T_{\varphi_{1}} T_{\varphi_{2}} T_{\partial_{1}} T_{\partial_{2}} T_{M}} \frac{1}{\sec ^{6}} \text {, } \\
& g_{5}=\frac{Z_{0}}{i_{0}^{2} J_{6}} \frac{1}{\mathrm{kgm} \mathrm{sec}}{ }^{2}, g_{4}=\frac{g_{5} a_{6}}{Z_{0}} \frac{1}{\mathrm{kgm} \mathrm{sec}}{ }^{2}, \\
& g_{3}=\frac{g_{5} a_{5}}{Z_{0}} \frac{1}{\mathrm{kgmsec}^{4}}, \quad g_{2}=\frac{g_{5}}{Z_{0}}\left(a_{4}-\frac{Z_{f}}{\left.T_{\partial_{1} T_{\partial_{2}} T_{M}}\right) \frac{1}{\mathrm{kgm} \mathrm{sec}^{3}},}\right. \\
& g_{1}=\frac{g_{s}}{Z_{0}}\left[a_{3}-\frac{Z_{F}}{T_{\partial 1} T_{\partial 2} T_{M}}\left(\frac{1}{T_{F}}+\frac{1}{T_{\rho_{1}}}+\frac{1}{T_{\rho p_{2}}}\right)\right] \frac{1}{\mathrm{kgmsec}}, \\
& g_{0}=\frac{g_{s}}{T_{\partial_{1}} T_{\partial_{2}} T_{\varphi_{1}} T_{\varphi_{2}} T_{F}} \cdot \frac{1}{\mathrm{kgm} \mathrm{sec}^{\top}}, \\
& Z_{0}=\frac{Z_{M} Z_{F}}{Z_{\delta}^{2} Z_{\gamma}^{2} Z_{B}^{2}}, \quad T_{M}=\frac{\pi K_{M} J_{C}}{30} \mathrm{sec} .
\end{aligned}
$$

## 4. The examples of the calculation

This calculation was made for the operational model of the servosystems with the induction motor with the capacity of 10 ky ( 1350 r .pola.). The object speed could be equal to $\pm 60 \% / \mathrm{sec}$. and the accelleration $-\leq 40 \% / \mathrm{sec}^{2}$; the object inertia torque equals to $Y_{b}=2740 \pm 1300 \mathrm{kgra}$. sec ${ }^{2}$; the statical servosystems errors being less than $1 \times 10^{-3}$, and dynamical ones - less than $3 \cdot 10^{-3}$ rad.

The maximy nonlinearity values are as follows:

$$
z_{m}=\left\{\begin{array}{l}
1 \\
0,85
\end{array}, \quad z_{0}=\left\{\begin{array}{l}
6,76 \\
0,293
\end{array} \quad z_{F}=1\right.\right.
$$

The so-called method of the type equations has been used high values of the stability [3].

There has been selected the linearised equation with the real negative roots of the characteristic equation. The anplifier increasing factor has become equal to $K_{y_{4}}=462$. In the linearied variant the overcorrection is equal to zero and the duration of the transition process $-0,14 \mathrm{sec}$.

The differential equation of the nonlinear variant is of the following form :

$$
\begin{aligned}
& {\left[a_{7} z_{0} p^{5}+474,6 z_{0} p^{4}+\left(5,537 \cdot 10^{4} z_{0}+1,087 \cdot 10^{4}\right) p^{3}+\right.} \\
& \left.+\left(1,65 \cdot 10^{5} z_{0}+6,555 \cdot 10^{6}\right) p^{2}+2,51 \cdot 10^{8} p+3,46 \cdot 10^{9}\right] \theta(t)= \\
& =\left[z_{0} p^{5}+474,6 z_{0} p^{4}+\left(5,537 \cdot 10^{4} z_{0}+1,087 \cdot 10^{4}\right) p^{3}\right] d_{0}(t)+ \\
& +z_{0}\left(3,28 \cdot 10^{-4} p^{3}+0,156 p^{2}+18,2 p+51,6\right) M_{B} \pm 1,16 \cdot 10^{4}
\end{aligned}
$$

When $Z 0=1$ we get the linearized variant of this equation. The checking up by the computer of the transition process of non-linear variant has shown that the curve decline from the corresponding linearized variant is too small; and the servosystor excors are not beyond the given ranges.

1. The servosystems (described in the examples above) with the variable-frequency control of the squirrel-cage 3-phase induction motor is of great importance for the industrial applications and it is recomended to be used in industry as soon as possible.
2. The said servosystem is pulsed nonlinear syster, and the proposed method of deriving the equation with the so-called unit nonlinear function gives the opportunity write the differential equation of the nonlinear variant, that could be easily transformed into the linearized one.
3. Using the voltage current pickup proportional to the perturbation torque at one and the same time we compensate the influence of the variable of inertiar torque object component on the dynamics of the servosystems.
4. The said nonlinearities influence only upon the natural components $\alpha_{i}$ and $g_{i}$ of the factors $A_{i}$ and $G_{i}$, and they have no influence upon the differential components of these factors. If in nonlinearized variant we would choose the high stability and the high amplification factor, than as a rule these systems in the nonlinear variant would be invariably stable.
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Figs. The relationship of the thyristor opening angle $\psi$ of the rectifier $Y B$ from the controlling voltage $K_{y_{2}} U_{6 x}$



Fig.4. The family of the induction motor mechanical characteristics, that are dependent upon the frequency $f_{1}$ and the loading torque Md.


Pig. 5. The family range of the required changes of the relative voltage $\gamma$, supplied on the motor ; depending on the relative frequency $\alpha$ under the different absolute values of slipping $\beta$.

DEVBLOPMENT OF INDUCTION MICROMACHINES CONTROL METHODS.
D.t.s.,professor Svechamik D.V., c.t.s. Shidlovich L. H., engineers Kelim Ju. M., Beloglazov A. A。
(NIITeplopribor, Moscow)
Induction micromachines (two phase actuating motors, selsyns and s.o.) are widely used in modern synchronons communication systems and servodrive.

In some cases the use of servodrive makes the equipment to bulky and insufficient reliable. So,if it is not required to have a too great precision (several angular minutes), considereble simplification of the servodrive becomes a very actual problem.

The trend of reducing weight, size and cost of servodrive has led to the development of electric micromachines involving several functions [1].

In this connection very perspective is the use of motosyns (combination of motors-selsyns) and motors, controlled by space shift of windings axes. (DUPS), which at present are used in some practical cases $[2+4]$.

Motosyns and DUPS type electric motors invented by D. T. Svecharnic []] are in serial production at the Smolensky experimental plant of NIITeplopribor (models SDS-2M, SDS-3M).

Motosyns type SDS-2M are used in level and water head indicators type A5020, A5034 + A5038 installed on the lockes of the Kiev, Saratov and Kanev hydro-electric power stations. Hundreds of type SDS-3M motosyns are used in electromechanical manipulators.

Tables 1 and 2 give the main technical characteristics of motosyns and motors, controlled by space shift of windings axes, worked out by NIITeplopribor.

The new induction micromachines constructed on the basis of combination of a selsym and an electric motor with a hollow rotor, cannot be investigated using the theoretical lay out made for selsyns and for machines with a hollon rotor because
the later are investigated only for pixed angle displacement between the windings axes $\theta=\frac{\frac{\pi}{2}}{2}$; as for the motosyns and DUES the angular displacement is a determining factor. This has led to the necessity of developing new theoretical prinoiples discribed below.

## Design and prinoiple of operation of <br> motosyns and DUPS.

The schematic circuit of a servosystem with a motosyn and the constructive scheme of a motosyn are given on fig. $1, a, b$ 。

The motosyn operates as a common indicator selsyn circuit (fig. 1, a) with the only difference that it's exciting winding in connected to the same supply line as the exciting winding of the synchrotransmitter, not directly but through a phase shift condenser.

In the clearance between the motosyn stator and rotor ( $f$ ig. $1, b$ ) a current conducting cylinder ? is placed which is the rotor of the electrio motor and w.ch is connected with the output shaft 9 of rotor 3 by meins of step-down gear 8.

Fig. 1,b gives the constructive scheme of the motosyn in which the current is fed to the rotating exciting winding of rotor 3 (input terminals 4) by means of a flace or radial type ring transformer $(5,6)$ with output terminals 7 from the fixed winding. Such a constructive scheme have type SDS-IMB and SDS-B-400 motosync.

Currents flowing through the synchronisation winding of stator 1 , create a pulsing field the axis of wich is defined by the position of the synchrotransmitter rotor $T$ and in general case does not coincide with the synchrorepeates rotor winding axes (motosyn). The magnitisation forces of the synchronizing and exciting windings are shifted in space and time (by means of condenser $C$ ) this couses a rotating field in the motosyn R.The space angle $\theta$ of the windings shift varies according to the unbalance between the transmitter and the receiver rotor (when balanced $\theta=0$ ).

The actuating motor control is carried out by means of
changing of the rotating field ellipticity degree, due to the change of not angly the value and the phase of the phase of the voltage supplied to the windings, but also to the space shift of the windings. The resulting rotating field interacts with the eddy currents,induced in the hollow rotor, and oreates a torque. by rotation of the hollow rotor the controlled axis 9 is turned through the step-down gear and the unbalance decreases.

The torque on the output axis of the motosyn is:
where:

$$
M=\left(M_{s}+i \cdot \eta \cdot M_{s} \partial\right) \cdot \sin \theta ;
$$

$M_{s} M_{s 3}$-selsyn and actuating motor torques;
$i, \eta \quad$-gear ratio and gear efficiency;
( -space angle of the shift between the windings axes of the stator and the inner stator.
Depending on the gear ratio the motosyn increases the torque in hundreds and more times.

The motosyn replaces the actuating motor and the selsyn without any intermediat gain in the control circuit.

The motosyn enables the remote control of relatively powerfux+regulating units without use of additional electronic,magnetic an other amplifiers.

On the base of motosyn it is lasy build up an angle time integrator.

For selected si gnal coefficient and voltage phase a linear relation between the rotation speed of the hollow rotor and the space angle in the range up to $40^{\circ}$ can be received with an error of $\pm 0,5 \%$. Connecting the hollow rotor with a revolution counter, we shall obtain on it the time integration of a quantity, depending on the shift angle
$\theta$, predetermined directly or remotely.
Some motosyns are made by combining an actuating motor with a differential selsyn (for exemple motosyns SDS$2 D$ and $S D S-2 M)$.

The possibilities of the motosyn in respect to control methods are very wide.

By realising a three-phase winding on the stator and the inner rotor different modes of control can be received
by means of change of either of the parameters:
I) voltage value (signal coefficient);
2) voltages meantime phase, supplied to the windings;
3) position of the three-phase windings resulting axes;
4) space shift angles of the rotor and the stator.

As a result control modes $\sqrt{3}]$ can be orsained insted of the three usually used for the actuating motors:amplitude, phase and amplitude-phase control nethod.

So, the possibilities of such a machine are made much wider.

In the case of absence of kinematio connection between the hollow rotor and the control axis and wohen the stator and rotor of the motosyn have a one-phase winding, the motosyn becomes an actuating motor, controlled besides the widely known methods(amplitude,phase and amplitude-phase methods) by the space shift of the control and exciting, windings axes. The virtue of such actuating motors consists in that the controlling value is inserted directly asa mechanical displacement.

It is intesesting to underline that the first induction micromachines in wich the method of space shilt of the windings magnetizing forces axes was used, were the contact and the contactless selsyns [3].

## Theoretical principles of motosyns and motors(DUPS) controlled by the windings axes space shift.

In the bibliography publiched works dedicated to theoretical and experimental investigations of motosyns and DUPS are listed.

Below, the principles of theory and design methods of the mentioned mieromachines worked out by the authors are considered.

The starting torque of a motosyn interconnected in a servosystem.
As an example the most common case is analised: the differential type motosyn interconnection.

Fig. 2 gives the schematic circuit of a differential
selsyn-motosyn remote transmission where:
1,2 and 3 are the windings phases of the synchrotransmitters "a" and "k" and of the receiver i ; 4-is the hollow rotor of the motosyn; 5-the step-down gear; 6-the output shaft of the motosyn.

The synchronization winding phases of transmitter a are interconnected with the rotor winding phases, and the phases or. transmitter "k" synchronization winding are interconnected with the motosyn R stator winding phases.

The exciting windings of the transmitters are connected to a common supply line. The exciting winding of transmitter "k" is connected to this supply line through a phase-shift condenser.

To simplify investigation the follow assumptions are made:
a) a sinusoidal change of slut linkages $\psi$. of the exciting flux $\psi_{B}$ with phases 1,2 and 3 of the transmitters synchronisation winding in changing the shift angles $\alpha$ and $\beta$ of the transmitters rotors;
b) the full resistance in the circuit of each pair of serieslyconnected transmitter and receiver phases and independent from the rotors position and flowing currents:

$$
Z_{K R_{1}}=Z_{K R_{2}}=Z_{K R_{3}} ; Z_{a R_{1}}=Z_{a R_{2}}=Z_{a R_{3}},
$$

whereby

$$
\begin{aligned}
Z_{k R i} & =\left(Z_{k i}+Z_{R i}+Z_{R i}\right)+j\left(X_{k i}+X_{\& i}+X_{R i}\right)= \\
& =R_{k R i}+j X_{k R i}=\left|Z_{k R i}\right| \cdot e^{j Y_{k R} ;} \text {; (2) }
\end{aligned}
$$

 complex form in the circuit of a pair of series connected phases of the transmitter " $k$ " and the receiver "R";
$Z_{a R i}=\left|Z_{Q R i}\right|^{1} e^{j \dot{F} R_{-t h e ~}}$ same for the transmitter a and the receiver "R";
Y KR, laR -arguments of the impedance in a complex form in the circuit of a pair of series connected phases of the transmitter "k" and the receiver "R" respectively;
$Z_{k i}, Z_{a i}, Z_{R i}, Z_{e i}$-the pure resistance of the syn-
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chronization winding phase of the transmitters "k", "a", receiver "R" and communication line respectively;
$x_{x i} ; X_{a i} ; X_{R i} ; X_{e i} \quad$-the same for the inductanses;
c) by qualitative investigation of physical processes in a systeri the losses in exciting windings and in of the magnetic lead are not taken into account; quantitatively the losses are taken into account by becouse of using in the calculation the exciting voltage $\dot{E}_{g}$ main reactive component instead of supply voltage $U_{f}$ in expressions for electronofive force of windings and currents in system circuits.

The starting torque of a asynchronous two-phase motor controlled by the change of the shift angle between the exciting and control windings magnetic axes as shown in $/ 2 /$, is: $\quad M=\frac{1}{\omega} \cdot K \cdot \hat{R}_{c} \cdot\left|I_{2}\right| \cdot\left|\dot{I}_{s}\right| \cdot \sin \left(\mathcal{I}_{2}-\varphi s\right) \cdot \sin \theta, \quad(y)$
where $M$-the starting torque:, $\omega$-supplied voltage frequency; $K$-transformation coefficient between the rotor and stator windings;

-additional resistance, briging in the stator circuit by the hollow rotor in the clearince;
$I_{2} I_{S}$-the current in the rotor and stator winding respectively; -the rotor and stator current phase $p_{3}, \varphi_{s}$ $\theta$-the space shift angle of the rotor and stator windings axes:
The investigation method is based on respecting the torque on the motosyn hollow rotor as a sum of torques generated by the interaction of currents in all motosyn motor and stator winding pairs.

In a differential motosyn there are six windings, the interaction of the magnetomotive forces of which leads to the creation of a torque on the rotor of the machine: three stator and three rotor phases.

At first let us determine the torque on the hollow rotor hinder unbalance condition created by the interaction
of the magnetomotive forces of the motosyn stator winding first phases with its rotor winding. For that, we have to find at first the currents in the circuits $a, r$ and $k, r$, in $a$ complex form

The instantaneous current value in the transmitter "a" first phase synchronization winding cirou'c:

$$
\begin{aligned}
& i_{1 a}=\frac{e_{1 a}}{Z_{a n}}=\frac{E_{g a n}}{2_{a n}} \cdot \frac{w_{a_{1}} \cdot K_{w / A}}{w_{6 a}} \cdot \sin \left(\omega t-f_{a}-f_{a R}-\frac{\pi}{2}\right) \cdot \cos \alpha_{1}(5) \\
& \text { where: }
\end{aligned}
$$

,$a \quad$ the electromotive force induced by the exclting flux in the first phase of the transmitter "a" synchronization winding;
$W_{a_{1}}, K_{w} a_{1}$-the number of turns and the first phase winding coefficient of the transmitter "a" synchronization winding respectively;
$W_{\text {Ba }}$-number of livens of the transmitter "a" exchting winding;
Co a -the transmitter "a" exciting winding impedance argument in a complex form;
The current in a complex form in the motosyn rotor first phase winding is:

$$
\begin{aligned}
& I_{1 a}=\left|I_{1 a}\right| \cdot e^{-j\left(f\left(a+f a r t \frac{\pi}{2}\right)\right.} \cdot \cos \alpha= \\
& =\cos _{\alpha} \cdot \frac{\omega_{e_{1}} \cdot K_{\omega a}}{w_{i a}} \cdot\left|\frac{\dot{E}_{e_{a m}}}{2_{R_{R} i}}\right| \cdot e^{\left.-j / \mathcal{C}_{6 a}+f_{a R}+\frac{\pi}{2}\right) \quad \text { (6) }}
\end{aligned}
$$

by analogy, the expression for the current in the first phase of the motosyn stator winding is:

$$
\dot{I}_{1 K}=\cos \beta \cdot \frac{w_{K 1} \cdot K_{W_{K}}}{w_{E x}} \cdot\left|\frac{\varepsilon_{G K K_{k}}}{2_{K R}^{\prime}}\right| \cdot e^{-j\left(f_{K K}+\varphi_{K R}+\frac{\pi}{2}\right)},(z)
$$

where $W_{k} W_{8 k}$-are numbers of turns in the fist phase of the transmitter " $k$ " synchronization winding and its exciting winding respectively.

After substitution in the expression (4) of the receiver current values $I, a$ and $I_{i} k$ the value of the torque on the motosyn hollow rotor is obtained, which is created by the interaction of the stator and rotor windings

$$
\begin{aligned}
& \text { first phases magnetomotive forces: } \\
& M_{R_{1}}=\frac{1}{W} \cdot K \cdot R_{c}^{\prime} \cdot \frac{W_{a_{1}} \cdot K_{w a_{1}}}{W_{G_{a}}}, \frac{W_{K_{1}} \cdot K_{w k_{1}}}{W_{g_{k}}} \cdot\left|\frac{E_{6 a m}^{\prime}}{Z_{a_{p_{1}}}}\right| \cdot\left|\frac{\dot{E}_{6_{k a}}}{Z_{k R_{1}}}\right| \times \\
& \times \sin \left(f_{B_{a}}+f_{A A}+\frac{\pi}{2}-f_{b \alpha}-\rho_{k R}-\frac{\pi}{2}\right) \cdot \cos \alpha \cdot \cos \beta \cdot \sin \theta,(8)
\end{aligned}
$$

where:
$\alpha, \beta$-are angles between the first phase axis of the "a" and "k" transmitters synchronization winding respectively and the transmitter exciting flux axis;
$w_{6 x}, W_{6 x}$-numbers of turns in the "a" and "k" transmitter synchronization windings respectively;
$\omega_{a}, w_{k}-n u m b e r s$ of turns in the "a" and "k" transmitter exciting windings respectively.

The torque on the motosyn hollow rotor is the sum of torques wich are created by the unbalance due to the interaction of the windings pairs magnetomotive forces.

Taking this account and after doing some simple transformations we shall have
$M_{R}=\frac{3}{w} \cdot R_{c}^{\prime} \cdot \frac{w_{n p} \cdot K_{w}}{W_{R} c} \cdot \frac{w_{a} \cdot K_{w}}{W_{E a}} \cdot \frac{W_{k} \cdot K_{w}}{W_{E k}} \cdot\left|\frac{\dot{E}_{E a}}{Z_{a R} R}\right| \cdot\left|\frac{\dot{E}_{B k}}{Z_{k} \cdot R}\right| \times(\underline{g})$ $\left.{ }_{x} \sin \left(\rho_{6 a}+\rho_{a R}-\rho_{B K-1}-\mathcal{W}_{k R}\right) \cdot \sin E B-(\beta-\alpha)\right]$,
where $M_{R}$-the starting torque on the motosyn $R$ hollow rotor;
$\omega_{R_{R}} \omega_{R_{S}}$-numbers of turns in the motosyn "R" stator and rotor phases respectively;
$K_{w} \quad$-the winding coefficient.
If the synchrotransmitters are identical and the motosyn stator windings, are identical too and in the transmitter "a" exciting circuit a phase shift condenser is interconnec* ted, the capacitance of which is chosen to be

$$
\begin{aligned}
& \rho_{b_{a}}-f_{b_{k}}=-\frac{\pi}{2}, \\
& \sin \left(\rho_{f_{a}}+\rho_{a R}-f_{b_{k}}-\rho_{k R}\right)=\sin \left(-\frac{\pi}{2}\right)=-1,
\end{aligned}
$$

The torque of the motosyn R hollow rotor will be maximum; by connected the same capacitance in the transmitter "k" exciting circuit, torque $M_{n}$ will also have its maximum value, but it will have an inversed opposit sign. The abovementioned assumptions are made for the type A5020 device in which type SDS-2D motosyn haring identical windings is connected to two type BD-50IA contactless synchrotransmitters.

The calculation of additional resistance $R_{c}{ }^{\prime}$ created in the stator circuit by the rotor in the clearance,is carried out in accordance with the expressions given in $/ 3 /$ :

$$
R_{c}^{\prime}=\omega^{2} \cdot \sigma \cdot \Delta \cdot Q \cdot(F C)^{2},
$$

Where: $W$-the angular frequency of the supply voltage;
6 -the material conductivity of the hollow rotor;
A -thickness of the hollow rotor;
$Q=2 \pi \cdot R^{\eta} \cdot\left(\frac{l}{2 R}-\frac{c h \frac{l-e}{3 R} \cdot \operatorname{sh} \frac{e}{2 R}}{C h \frac{L}{2 R}}\right) ;$
$F_{e}=K \cdot \frac{M_{3}}{k \cdot \delta} \cdot \frac{k_{w c} \cdot w_{e} \cdot m_{2}}{j \cdot p}$,
where: $R$-the hollow rotor radins;
e the working length of the motosyn stator pack;
$L$-length of the hollow rotor;
$K_{1}=\frac{F_{\delta}}{E_{F}}$-ratio of the magnetization force;
aF $\mu_{0}$-permeability in the clearance;
Ks -air gap coefficient;
$\delta$-rate of working clearens;
We -number of spires of the stator winding;
KaNe -the number of stator winding phases;
$p$ number of the motosyn pole pairs.
The calculation of Re' can also be made in accordance with the expressions given in monographs $[8+10]$.

By analogy with the above mentioned it is easy get an expression for the starting torque on the hollow rotor of a motosyn coupled with one synchrotransmitter.

This expression is:

$$
\begin{align*}
& M_{m R}=-\frac{3}{2} R_{C^{\prime}} \cdot \frac{1,00 \cdot 10^{4}}{w} \cdot \frac{E E_{q} \cdot E_{B R}}{2 Z} \cdot \frac{W_{g} \cdot K_{w}}{W_{l g}} \cdot \frac{W_{n} \cdot K_{w}}{W_{C R}} \times  \tag{10}\\
& { }^{x} \cos \left(f g_{g} \cdot f\left(f R-\frac{\pi}{2}-\rho\right) \cdot \sin \left(\theta_{R}-\theta g\right)[g C M]\right. \text {, }
\end{align*}
$$

where $E_{b g}, E_{B R}$
-effective value of the electromofive force of the transmitter and receiver exciting windings;
$Z$-impedance of seriesly connected of the transmitter and receiver synchronization windings;
$W_{\text {eg }}$, Wert -numbers of turns of the transmitter and receiver exciting winding respectively;
$Q_{g}, \theta_{R}$-angles between the phase $I$ axes of the transmitter and receiver synchronization winding and the respective exciting winding.

In this case the torque on the synchrotransmitter shaft will have the following expression:

$$
\begin{aligned}
& M_{g}=-\frac{3}{2} \cdot \frac{1,02 \cdot 10^{q}}{w} \cdot \frac{E_{G} \cdot E_{B R}}{22} \cdot \frac{w_{g} \cdot K_{w}}{w_{g g}} \cdot \frac{w_{1} \cdot K_{w}}{w_{g n}} \times \\
& x \sin \left(\theta_{g}-\theta_{R}\right) \cdot \cos \left(f_{g}-P_{R R}-\frac{\pi}{2}-f\right)
\end{aligned}
$$

The above received expressions (IO) and (II) are right for small unbalance angles (unto $I 5=20^{\circ}$ ), when the reaction of the synchronization winding on the exciting winding can practically be neglected.

In fig. 3 the diagram n of dependence of the starting torque on the hollow rotor of a type SDS-2D differential motosyn when actuated by contactless type BD-50IA synchrotransmitters from the unbalance angle $/ \theta-(\beta-\alpha) /$ is shown.

The calculation (dotted line) and the experimental (continuor line) coincide rather accurately.

The difference in specific synchronization torque does not exceed $10 \%$.

## The hollow rotor, windings axes space shift controlled motor investigation (DUPS).

Type DUPS motor is a particular case of motosyn. Fig. 4 gives DUPS electrical diagram, Windings A and B are fed by phase shifted voltages. In the stator-inner rotor gap the hollow rotor (HR) is situated. The inner rotor (B) can turn about stator (A) on arbitrary angle $\theta$.

In coincidence of windings axes $A$ and $B$ rotating magetic field is absent in the gap and the hollow rotor is at stand-still. When there is an angle between the stator and inner rotor windings axes, elliptical rotating magnetic field in the gap is on and the hollow rotor begins to rotate, having speed maximum in angle $\theta$ range of $60+$ I20 electrical degrees (depending on supplied voltages phase shift value).

The direct electromagnetic connection between windings $A$ and $B$ in motors type DUPS is chenged variation angle between the windings axes.

The mutual inductance between $A$ and $B$ windings, when the rotor is at stand-still changes in absolute value from its
maximum, when the axes are parallel, to zero, when the axes are perpendicular.

According to fig. 5, DUPS type motor has an electromagnetic system of three inductive linked windings: winding $A$, winding $B$ and hollow rotor HR .

By assumptions generally accepted for inductive micromachines namely: the magnetic system is nonsat rated; steel losses are absent, induction distribution in the gap is sinusoidal; Kirhgof's equations in complex form for DUPS type motors will be:

$$
\begin{align*}
\dot{U}_{A} & =\left[R_{A}+j \omega\left(L_{A}-M\right)+j \omega M(1-\cos \theta)+j \omega M \cdot \cos \theta\right] \dot{I}_{A}+ \\
& +j \omega M \cdot \cos \theta \cdot \dot{I}_{B}+j \omega M(1-\cos \theta) \cdot \dot{I}_{P}+j \omega M \cdot \cos \theta \cdot \dot{I}_{P} ; \\
\dot{U}_{B} & =\left[R_{B}+j \omega\left(L_{B}-M\right)+j \omega M(1-\cos \theta)+j \omega M \cdot \cos \theta\right] \cdot \dot{I}_{B}+ \\
& +j \omega M \cdot \cos \theta \cdot \dot{I}_{A}+j \omega M(1-\cos \theta) \cdot \dot{I}_{P}+j \omega M \cdot \cos \theta \cdot \dot{I}_{P} ;  \tag{12}\\
O & =\left[R_{P}(1-\cos \theta)+R_{P} \cdot \cos \theta+j \omega\left(L_{P}-M\right) \cdot(1-\cos \theta)+\right. \\
& \left.+j \omega\left(L_{P}-M\right) \cdot \cos \theta\right] \cdot \dot{I}_{P}+j \omega M(1-\cos \theta) \cdot \dot{I}_{A}+ \\
& +j \omega M \cdot \cos \theta \cdot \dot{I}_{A}+j \omega M(1-\cos \theta) \dot{I}_{B}+j \omega M-\cos \theta \cdot \dot{I}_{B}
\end{align*}
$$

The hollow rotor dissipation inductance is much more less then its pure resistance, and it can be neglected, hence $L_{p}-M=0$
Equations (I2) are in accordance with the equivalent circuit diagram represented in fig. 6.

The equivalent circuit diagram is designed for a common case, when windings $A$ and $B$ have a different turns number. All parameters of the equivalent circuit diagram are in accordance with winding A turns number.

Following designations are used for the equivalent cirsuit diagram:
$R_{A_{1}} R_{B}$-windings $A$ and $B$ pure resistances;
$X_{A}, X_{B}$-windings $A$ and $A$ dissipation inductance;
$X_{m} A$-inductance corresponding to the flux flowing through gap, stator and inner rotor; in accordance with winding A turns number;
$X_{m B}$-the same, but in accordance with winding $B$ turns number;


Analitical parameters of the equivalent circuit diagram can be found with help of the known formulas from $/ 8+10 /$.

The direct sequence currents can are determinate by the following equations:

$$
\begin{align*}
& \dot{I}_{A_{1}}=\frac{\dot{U}_{A_{1}}\left(K^{2} R_{B}+j K^{2} X_{B}+R^{\prime}+j X^{\prime}\right)-K \dot{U}_{B_{1}}\left(R^{\prime}+j x^{\prime}\right) \cos \theta}{\left(R_{A}+j X_{A}+R^{\prime}+j x^{\prime}\right)\left(K^{2} R_{B}+j K^{2} X_{B}+R^{\prime}+j X^{\prime}\right)-\left(R^{\prime}+j X^{\prime}\right)^{2} \cos \theta} ; \\
& \dot{I}_{B_{1}}=\frac{K^{2} \dot{U}_{B_{1}}\left(R_{A}+j X_{A^{\prime}}+R^{\prime}+j X^{\prime}\right)-K \dot{U}_{A_{1}}\left(R^{\prime}+j X^{\prime}\right) \cdot \cos \theta}{\left.\left(R_{A}+j X_{A}+R^{\prime}+j X^{\prime}\right)\left(K^{2} R_{B}+j K^{2} X_{B}+R^{\prime}+j X^{\prime}\right)-\left(R^{\prime}+j X^{\prime}\right)\right)^{2} \cdot \cos \theta} \tag{13}
\end{align*}
$$

To find reverse sequence currents $\dot{I}_{A_{2}}$ and $I_{B_{2}}$ parameters $\dot{U}_{A_{2}}, \dot{U}_{B_{2}}, R^{\prime \prime}, X^{\prime \prime}$ have to besubstituted for $\dot{U}_{A_{0}}, \dot{U}_{B_{1}}$, $R^{\prime}, X^{\prime}$. Electromagnetiopower educed in the hollow rotor for direct sequence is:

$$
\begin{equation*}
P_{\partial_{1}}=2 \cdot I_{A_{1}}^{2} \cdot R^{\prime} \cdot \sin ^{2} \theta \tag{14}
\end{equation*}
$$

for reverse sequence:

$$
\begin{equation*}
P_{3_{2}}=2 \cdot T_{A_{2}}^{2} \cdot R^{\prime \prime} \cdot \sin ^{2} \theta \tag{15}
\end{equation*}
$$

Resulting torque on the hollow rotor can be found as torque difference of direct and reverse sequences:

$$
\begin{equation*}
M=\frac{97400}{n c}\left(2 I_{A i}^{2} \cdot R^{\prime}-2 I_{A z}^{2} \cdot R^{\prime \prime}\right) \sin ^{2} \theta, \Gamma_{c m} \tag{16}
\end{equation*}
$$

here $n_{\delta}$-synchronous speed.
In fig. 7 starting currents stator ( $A$ ) and rotor ( $B$ ) windings dependence from angle $B$ for motors type DUPS based motosyn type SDS-3 are described.

Continuous lines represent the experimental characteristics dotted lines represent characteristics calculated from the equivalent circuit diagram. The difference between the calculated and the experimental characteristics satisfy the
regnirements of engineering practice.
At fig. 8 mechanical characteristics of motor type DUPS 63 are given:
a)for space sift control;
b) for amplitude control.

## Application of motors type DUPS and motosyns in automatic scheems.

The last gears motosyns and motors type DUPS find a rather wide application in automatic scheems het us mark the most important cases of there applications:
I. Synchro repeater with strengthen torque for synchro systems in level and water head indicators type A5020, A5034 4 A5038(SDS-2D, SDS-2M).
2. Electromechanical manipulator drive (DUPS type SDS3 M and DUPS-63M).
3. Blectrical executive mechanisms drive (DUPS-IO,DUPS25, DUPS-63, DUPS-I60, DUPS-400).

Perspective workings out with that kind of micromotors are:
distance transmission angle device with synchro reapiter unloading [11];synchro-motors positioners [I2];syn-chro-motors type regulating devices [3];differentiating,integrating, multiplying-intergrating devices.
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The trend of reducing wighat size and cost of servodrive has led to the derelopment of electric micromachines involving several Iunotions.

In this connection, very perspeotive in the use of motosyns (combination of motorsmselsyns) and motors, controlled by space shift of windings axes (DUPS) which at present are allrady used in some practical cases:in level and water head indioators electromechanical manipulators and so on.

In the report the basic theoretical principles and technical characteristics of the windings axes space shift controlled motosyns and motors worked out in IIITeplopribor are discussed.

The new induction micromachines constructed on the basis of combination of a selsyn and an electric motor with a hollow rotor, cannot be investigated using the theorctical lay out made for selsyns and for machines with a hollow rotor because the later are investigated only for fixed angle displacement $\left(90^{\circ}\right)$ between the winding axes as for the motosyns and DUPS the angular displacement is a determining factor.

This has led to the necessity of developing new theoretical principles discribed.

By realising a three-phase winding on the stator and the inner rotor, different modes of control can be received by means of change of either of the parameters:
I) voltage value (signal coefficient);
2) voltages meantime phase, supplied to the windings;
of currents in all motosyn rotor and stator winding
3) position of the three-phase windings resulting axes;
4) space shift angles of the rotor and the stator.

As a result 63 control modes $/ 3 /$ can be obtained insted of the three usually used for the actuating motors:amplitude, phase and amplitude-phase control method. So, the possibilities of such a machine are made much wider.

The most important cases of motosyns and DUPS use are: selsyn-motosyn transmission (type SDS-2D, SDS-2M, SDS-IMB are used), electromechanical manipulator drive (DUPS type SNS-3M and DUPS-63ny.

Technical characteristics motosins (combined motor-selsyn)

| Nón | Type of motosins <br> Techical <br> characteristics |  | Contact on flexille cuzzent supply device |  |  |  | $\left[\begin{array}{l} \text { Contractloss } \\ \text { cheverent supply } \\ \text { device } \end{array}\right]$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  | $\begin{aligned} & S D S-1 \\ & (S D S-1 S \end{aligned}$ | SDS-2 | $\begin{aligned} & s D D-20, \\ & (s D S-2 V) \end{aligned}$ | SDS-3 | $\begin{aligned} & \text { SDS- } \\ & \text { IMB } \end{aligned}$ | $\begin{aligned} & \text { SDS-B- } \\ & -400 \end{aligned}$ |
| 1 | Exiciting volta | V | 55 | 110 | 110 | 220 | 110 | 115 |
| 2 | Frequency | Hz | 50 | 50 | 50 | 50 | 50 | 400 |
| 3 | Power consuption | $V \cdot A$ | 25 | 55 | 50 | 400 | 18 | 5 |
| 4 | Torque of friction | $N$ Nom. | $0,4(0,2)$ | 1,5 | 1,5 | 2,0 | 0.3 | 0,03 |
| 5 | Specific torqu | $\frac{\frac{N c m}{2 a d}}{2 a d}$ | 1,44 | 9,2 | 4.0 | 11,5 | 1,32 | 0,172 |
| 6 | Gear ratio | - | 270 | 1500 | $\begin{aligned} & 800,1200 \\ & 33060 \\ & 3800 \end{aligned}$ | 7 | $\begin{aligned} & 80 ; 140 ; \\ & 240 \end{aligned}$ | 500 |
| 7 | coupled with selsyntransmitter | - | $\begin{array}{\|l} 50-404, \\ 55-404 \end{array}$ | $\begin{aligned} & N D-501, \\ & B D-501 A \end{aligned}$ | BD-5019 | N3-521 | BD-Y04A | BD-1 |
| 8 | Maximum transmission erroz | rad | $\begin{aligned} & 0,013 \div \\ & 0,026 \end{aligned}$ | $\begin{aligned} & 0,013 \div \\ & 0,026 \end{aligned}$ | $\begin{aligned} & 0,013 \div \\ & 0,026 \\ & \hline \end{aligned}$ | $\begin{aligned} & 0,013 \div \\ & 0,026 \end{aligned}$ | $\begin{aligned} & 0,013+1 \\ & 0,026 \\ & \hline \end{aligned}$ | 0,003 |
| 9 | Maximum torgue on a outlet rotor selsyn shaft | N.m | 2,8 | 65 | 43 | 3 | 2,4 | 0,65 |
| 10 | Temperature range | ${ }^{\circ} \mathrm{C}$ | +5... +50 |  |  |  | -40.. 660 | $-40 . .+60$ |
| 11 | Relative humidity | \% |  | 80 |  |  | 90 | 98 |
| 12 | Weight | kg | 1,4 ${ }^{\circ}$ | 3,3 | 3 | 5,3 | 2,5 | 0,45 |
| 13 | Fault intensity | 产 $\frac{1}{10^{-6}}$ | 18 | 18 | $18(25)$ | 20 | 12 | 15 |

Table 2.
Technical characteristics motors type Dups

| Motoz type |  |  |  | $\left.\begin{array}{\|c\|} \hline 0 \\ 0 \\ 0 \\ 0 \\ 0 \\ 0 \\ 0 \\ 0 \\ 0 \\ 0 \\ 0 \end{array} \right\rvert\,$ | $\begin{aligned} & 0 \\ & 0 \\ & 0 \\ & 0 \\ & 0 \\ & 0 \\ & 0 \\ & 0 \\ & 0 \\ & 0 \\ & 0 \end{aligned}$ |  |  |  |  |  | $\begin{aligned} & 0 \\ & 0 \\ & y_{2} \\ & 0 \\ & y_{3} \\ & 0 \\ & 0 \\ & 0 \\ & 0 \\ & 4 \\ & \hline \end{aligned}$ |  |  |  |  | $\begin{array}{\|c} 4 \\ 0 \\ 0 \\ 0 \\ 0 \\ 0 \\ 0 \end{array}$ |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| DUPS-4 | 220 | 50 | 4 | 231 | 0,175 | 0,3 | 0,05 | 220 | 0,08 | 0,08 | 15 | 1 | 294 | 3,5 | 0,3 | 290 | 30 | 13 | 35 | $\pm 1,6$ | 1,3 |
| DUPS-10 | 220 | 50 | 6 | 168 | 0,48 | 0,8 | 0,1 | 220 | 0,1 | 0,15 | 18 | 1,75 | 241 | 1,5 | 0,094 | 30 | 37 | 24 | 25 | 1,6 | 25 |
| DUPS-25 | 220 | 50 | 18 | 174 | 1,05 | 1,8 | 0,1 | 220 | 0,31 | 0,38 | 38 | 4 | 252 | 1,5 | 0,182 | 25,2 | 75 | 30 | 25 | $\pm 1,6$ | 4,2 |
| DUPS-63 | 220 | 50 | 42 | 171 | 2,5 | 4,35 | 0,15 | 220 | 0,72 | 0,83 | 83 | 8 | 265 | 1,5 | 0,182 | 1,5 | 172 | 31 | 25 | $\pm 1,6$ | 6, |
| DUPS-160 | 220 | 50 | 160 | 123 | 9,75 | 16,6 | 0,3 | 220 | 2.5 | 3,5 | 380 | 20 | 272 | 2,5 | 2,0 | 33 | 740 | 25 | 25 | $\pm 2,1$ | 25 |
| DUPS-400 | 220 | 50 | 350 | 184 | 20,0 | 26,8 | D,3 | 220 | 2,7 | 4,3 | 550 | 34 | 283 | 2,5 | 4,5 | 48 | 1300 | 30 | 40 | $\pm 2$ |  |

Note: MDtors DUPS-63, DUPS-160 and DUPS-400 have build-in ventilators


## Fig.1:

a) selsyn-motosyn;
b) principle diagram of a selsyn-motosyn distance transmission.

Receiver-motosin $R$

ig. $2:$
Differential diagram of a selsyn-motosyn
transmission.


Fig. $3:$
Diagram of a torque on hollow rotor of a motosyn SDS-2D dependence from disagreement angle:
——. theoretical curve
——experimental curve


Fig. $4:$
DUPS Electrical diagra
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Fig. $5:$
Electromagnetical connection between DUPS windings.


Equivalent circuit diagram:
a) for direct sequence current;
b) for reverse sequence current.



## 247 <br> 15.8

NEW KIND OF SYNCHRONOUS IICRONOTOR
Dr. Jerzy Owczarek
Associste Professor,
Warsaw Technical University

## 1. Introduction

The paper describes the theory and design a methods for a new kind of synchronous micromotor. The principle of operation is based on physical phenomena eppearing in hysteresis motors /SH/, synchronous motors with permanent magnets on rotors - permasynes /SP/, and traditional synchronous motors with electromagnetic excitation/SS/.

Within a predetermined power range the discussed permasyne hysteresis synchronous micromotor /SSHP/ has a simple technological structure and much better operating parameters as ompared to those of other synchronous micromotors.

The theoretical essumptions have been verified experimentally for a power range from several to about 50 Watts at synchronous rotation speed of $15,000 \mathrm{rpm}$.

The theory, calculation methods and test results are described in detail in [10].
2. Assumptions

The power range from several to about 50 Watts, especially at frequencies exceeding the industrial value is not sufficiently covered by synchronous notors of sufficiently high unit power values attained easily beyond the above power range. For instance, SH motors show good unit power values for the power of several watts and the industrial frequency, while with a rise
of power and frequency the unit power drops. On th other hand, SP motors show comparatively high unit power values at the power output over 100 Watts.

An anslysis of these relations leads to a conclusion that they result from the physical properties of nagnetically active materials used in the above rotors.

This led to an idea of incorporating in one motor the characteristic advantages of the both machine types, that is the natural self-ercitation and the extremely simple construction and technology of SH motors, and the relatively high unit power values of SP motors. The difilculty that has to be overcome consists in essentially different properties of magnetically active miaterials used for the both types.

Vicalloys/not available in Polend/ which present the ontimum material for SH motors, do not show good properties in the regime of permanent magnetisetion With flows obtainable in the micromotor stator, while in the case of extra-motor magnetisation show much worse properties than the typical meterials used for SP motors. The latter, in turn, show absolutely insufficient hysteresis properties determined by nonsatursited hysteresis loops corresponding to the magnetic intensity which can be obtained in the micromotor stator.

- Thus the construction of a notor incorporeting the adventeges of both SH and $S P$ motors depended on A selection of negnetic meteriels of required properties. liswing detemined the required properties and Enalysed a number of materials evellable in roland
the propertiee of which permitted to expect positive results, we concentrated on Cu Ni Fe 404020.


## 3. Desien and principle of operetion

The stator constructed sane os in an asynchronous motor ensures a roteting nsgnetic field. The rotor bas the form of a smooth cylinder made of Cu Ni Fe 40 4020 disks.

During the motor atert-up a starting procedure should be followed consisting in a momentery forcing of stator flow increase and a re-megnetisation of rotor material in accordance with the extreme saturated hysteresis 100 . The above forcing con be performed by several different methods rinich can be easily autometized, and which have been described in detail in [10].

Thus, when the motor is switched on, the rotor material is re-magnetized by the rotating fleld, as a result of which a hysteresis starting torque eppears. The extreme hysteresis loop of the material used has no optimum properties with respect to the hysteresis torque, es its convexity fector [4] is rather small. Besides, due to elnost full cyllindricel shape of the rotor the effect of rotetional hysteresis reduces the torque velue. Nevertheless, the starting torque velue is large enough, as it even slightly exceeds the rating, due to increased current during the starting procedure up to the values exceeding considerably $/ 3$ to 5 times/ the velues permissible for the motor for thermal reasons. This increased current velue, however, is permissible during
the momentary starting procedure lasting for about 10 cycles. After that time the supply voltage is reduced to the rated value, the current value drops and the starting procedure is terminated.

After the conclusion of the starting procedure the rotor of SSHP motor remains magnetized radially. The motor assumes the properties of a permanent magnet motor $S P$, while differing from it by the fact that rotor magnetization occurs following its synchronization due to which there is no effect of magnet stabilization by counter-action during the start-up, Which is characteristic for $S P$ motors. This entbles a higher power output on the motor shaft.

The main physical differences between the SSHP हnd an over-excited $S H$ described in detail in 10 consist in a different thickness of magnetic material layer, end thus in a different distribution of magnetic field forces and different physical properties of the material. Its basic property should be a possibility of attaining the extreme saturated hysteresis loop in the conditions of a rield created in the motor during the starting procedure instead of obtaining the maximum convexity factor of the loop during the machine nominal operation of the machine.

The nominated operation range during which the motor can be loaded from the open-circuit condition up to the loss of synchronism begins after the end of the starting procedure. Within this range it cen be treated as a $S P$ motor, but cannot be described in the same way as SP motors usually are, as "a synchro-
nous machtre with excitation permenently turned on", becsuse in this case the excitation "is turned on" only after the machine gains synchrouism, which is characteristic of SS notors. with electromenetic excitation. The design of the SSHP rotor is also similer to thet used in SS motors with non-selientpole rotors. An application of the theory of this machine to the SSHP permits to explain clearly all the phenomens occuring in it and to derive the formulas and make the calculations based on vector diagrams ensuring the required accuracy of results.

The working point on the rotor material demagnetization curve can be determined as for the $S P$ according to the extreme hysteresis loop obtained during the starting procedure. This point determines the value of the rotor megetic rlux at no-load run and the value of no-load run emf corresponding to the value of $E_{0} S S$.

The rated supply voltage $U_{n}$ should be chosen slightly ebove the so determined $E_{0}$ value of the rotor. The difference between $U_{n}$ and $E_{0}$ determines the deeree of under-excitation of SS motor. The geometrical difference between the two values determines, as it can be seen in the vector diagram, the current velue consumed by the motor. This current velue generates a stetor flow $\theta_{t}$ which adds to rotor "flow" $\theta_{\mathrm{m}}$ into \& resultant $f l o w \Theta_{w}$ which corresponds to the resultant gep omf of $S S$. In case of under-excited $S S$ at no-load run the anfle between ( $)$, and $\Theta_{m}$ is ocute and $\bar{y}_{2}$ oases additional magnetization. Along with
the motor load increase, the angle between $\vartheta_{t}$ and em and at the same time between $E_{o}$ and $U_{n}$ called the \} angle or synchronous machine load increases too. At a certain moment the angle between $\Theta_{+}$and $\vartheta_{m}$ equals to $\frac{\pi}{2}$. From then on, further motor load increase is accompanied by a stator flow component which de-magnetizes the rotor. Here again we encounter an essential difference between the SSHP and the SS: the de-magnetizing action of $\Theta_{t}$ cannot be compensated with an incresse of rotor excitation current.

The working point starts to move down the rotor material de-magnetization curve until it reaches the point determined by the maximum value of product /BH/max, and passes beyond it which makes the motor drop out from synchronism.

Thus the range of possible machine loads can be divided into a sub-range of loads which do not oause a de-magnetization of the rotor magnetized during. the starting procedure, and which with a properly selected ratio of $U_{n}$ and $E_{o}$ covers a major part of the whole load range, and a small sub-range of loads which do cause a de-magnetization of the rotor. Within the latter sub-range a load reduction causes the working point nove along the return straight line, the beginning of which corresponds to the last value of increasing load. Within this sub-range the motor is similar to on overexcited SH motor. The working point travel along the return straight line effects the flow increase at a lower rate than the rate of its former reduction, and hus does not ensure $E_{0}$ emf even at a complete machine inloading.

For the same reason the value of consumed current does not drop down to the origingl values. For the above reasons, the motor operation within this subrange, although possible, cannot be recommended.

The use for the working point a point located on the de-megnetization ourve and not on the return straight line, as it is the case with SP motors, enables to obtain higher $E_{0}$ velues, and consequently higher unit power values at respectively small current consumption.

## 4. Vector diagrams

For the characteristic working conditions of the SSHP i.e. the ideal no-load run, the loed which does not cause rotor de-magnetization and the maximum load beyond which the machine drops out from synchronism, vector diagrams can be plotted similar to those for the SS with non-salient-pole rotor acc. to ?

A vector diagram for the ideal no-load run is shown in Fig. 1. Parameters changing with load are marked with subscript $n_{0}{ }^{n}$. Since $V_{0}=0$, supply voltage $U_{f}$ complies with the direction of $E_{m o f}$ emf. The difference between them i.e. the voltage drop on impedance $I_{0} Z_{s}$ is a sum of voltage drops $I_{0} R$ and $I_{0} X s$. Synchronous reactance $X_{s}$ is composed of armature reactance $X_{a s}$ and stator winding leakage reactence $X_{1}$. Calculations made for several varieties of the SSHP proved that $X_{\text {as }}$ which depends on the rotor material reluctance assumes values much exceeding the values of $X_{1}$. The value of $X_{2}$ is of the order of 2 \%of $X_{a s}$. For this reason the vector of gap emf $E_{\text {wo }}$ can be drawn as shown on diagram in Fig. 1. Flows $\theta_{\text {wo }}$ and
(3) which correspond to emf $E_{\text {mof }}$ and $E_{\text {wo }}$ advance thet by $\frac{\pi}{2}$, while armature reaction flow $Q_{4}$ which joins their ends adds to $\theta_{2}$. and has the effect of additional magnetization. The direction of $\hat{Q}_{+0}$ determines the direction of no-load run current $I_{0}$ and ideal no..load run power factor $\cos \varphi_{0}$.

A vector diagram for the maximum load not yet causing rotor de-magnetization is shown in Fig. 2. Parameters changing with load are marked with subscript " $p$ ". Since there is no de-magnetization of the rotor the value of $E_{\text {mof }}$ does not change with respect to Fig . 1 while the load angle $\hat{\gamma}_{p}=\rho_{p}$, because, as it can be seen from the diagram, just then $\Theta$ tp is normal to $\Leftrightarrow$ mo, same as their respective vectors $I_{p} X_{s}$ and $E_{\text {mof }}$. Nagnitudes and directions of the remaining vectors discussed above for $\operatorname{Fiz}$. I result directiy from the diagram plot.

A vector diagram for the maximum load which cannot be further increased $\quad$ ithout the motor dropping out from synchronism is shown in Fig. 3. Parameters changing with load are marked with subscript "m". With an increase of load angle $\hat{\hat{h}}$ over the value of 认े the angle between mo and $\Theta_{\mathrm{tm}}$ becomes smaller then $\frac{1}{2}$, as a result of what component $\hat{\theta}_{r}$ of flow

$$
\text { (1n appears opposing } \Theta \text { mo and de-magnetizing the }
$$ rotor. Since the above mentioned de-magnetization cannot be compensated with extra motor excitation, the value of rotor emp is reduced with respect to $\mathrm{E}_{\text {mof }}$. At the maximum possible load for the motor synchronous run, the location of the working point on the rotor material de-macnetization curve is de-

termined by product $/ \mathrm{BH} / \mathrm{msx}$ of the curve. The values of emf $E_{m m}$ and flow $(\hat{m}$ m correspond to the value of fiux $\phi_{\delta} m$ easily calculable at this point. The dotted lines and superscripts, rx shown in the diegram refer to values which would appear if there were no rotor de-megnetization, while the continuous lines refer to values appearing in actual prectice. From the diagram it results that also in this case $V_{m}=f_{m}$.

From a comparison of the diagrams it con be noted that with loading the motor from the no-load run up to the raximum velue, with an increase of $\hat{V}$ engle increases the value of current consumed by the motor, while the power factor determined by $\varphi$ angle rises until the beginning of rotor de-magnetization and then fxizxix falls down again.

## 5. Calculation liethod

The SSHP calculation method at a predetermined output power and permissible use of active materials /resulting from machine heating/ is based on the principle of operation and construction of vector diegrams described in detail in [10]. For the leck of space in this peper I shall present only the principle of composition of the calculation method.

Iteryatumaxi The required volume of magnetic material is calculated in accordence with radically modified method presented in [1]..Heving determined it and essumed the stator geometry, the magnetic circuit is celculated anc its saturation is evaluated by treditionsl methods $[2,3]$, teking into eccount the stsrting procedure paremeters. Peremeters after
the rotor magnetization are calculated according to [1], while taking into account the fact thet there is no magnet stabilization. Winding structure, winding specifications, synchronous reactances and impedances can be calculated by traditional methods.

Heving determined the above values we cen proseed to the calculation of electrical and mechanical parameters of the SSHi'.

The current value required for the rotor magnetization during the starting procedure can be determined from the flow value required for obtaining the predetermined/extreme/ hysteresis loop of the rotor material.

The starting torque which is a hystreresis torque In the course of forcing the increased flow during the starting procedure is calculated by means of the formulas for a hysteresis motor, which I had to modify because of the effect of rotational hysteresis, [4 to 6] and [10].

Load angles, power factors and currents for the characteristic working conditions of the SSHP are determined by means of original formulas derived in [10] from the vector diagrams.

The reletions obtained with use of these diagrams in can be useful in quantitative and not only usual qualitetive enelysis of phenomene due to the fact, that simplifying assumptions made usually for such diagrams correspond in the asse of the SSFip to the actual sxact working conditions. For instence, the assumption concerning the non-ataration of the magnetic circuit

```
is fulfilled here as a result of the necessity of
ensuring correct reluctence during the starting pro-
cedure.
```

The internal and output power velues are determined by well known traditional methods as for $a$ standard SS motor.

With respect to the permissible heating of the mechine the rated values are checked by my original method described in my previous publicetions on micromotors [9 and 10]. The constructional parameters of the machine should be selected in such a way that the parameters obtained by the test procedure correspond to the parameters of the maximum lood condition which still does not cause a de-magnetization of the machine. Optimum parameter values for a given machine are then obteined.
6. Test lodels

In order to check the theory and the suggested calculation method of the SSHP, 7 test models of various power values have been made.

The magnetic materials used and the electro-mechenical parameters obtained were carefully and universally studied by means of specislly designed test methods $[8$ and 10$]$. Pull report on test procedures end results is given in $[10]$.

On the bosis of curves of megnetization, no-ioad run and starting torque/hystreresis/, losd efter megnetization, power output and current consumption, power and efficiency factors, excited emf, no-load run and others, the electro-mechanical perameters
of tested models were, determined and their values compared with those obtained from celculations.

The comparison proves o high accuracy of the sucgested calculation method and the correctness of the machine theory.
7. Conciusions

A characteristio festure of the discussed theory end the suggested calculation method of the SSHP is the fact that during its operation the SSHP incorporates physical phenomena peculiar to three different types of electric motors, in new combinations.

The start-up and the calculation of the starting torque should be regerded in connection with the theory of SH motors, but with consideration of rotational hysteresis which as a rule does not appear in modera correctly designed machines of this type.

Rated operation shows certain similarities to SP motors, the essential difference being the lack of rotor de-magnetization with polarity change during the starting procedure. This very difference permitted to apply in theory the best known and most reliable elements of the SP theory.

A discussion of phenomena during the motor load changes and a calculationz of most electro-mechanical peraneters turaed out to be most convenient if bseed on the theory of the SS with non-salient-pole rotor. This theory modified in an original way permitted to axplain most clearly all the physical phenomena in the SSIP, and the formulas derived irom it are characterized by a high accuracy of results as compared to test results.

$$
\begin{gathered}
259 \\
\text { LEARNING AUPOMATIC SYSMEMS } \\
\text { Ya.Z.Tsypkin, G.F.Kel'mans, I.Ye.Epshtein } \\
\text { Institute of Automation and Telemechanics } \\
\text { MOSCOW } \\
\text { USSR }
\end{gathered}
$$

Introduction
Leaming automatic systems can improve their performance, behaviour and properties during their operation. This paper will discuss the principle that underlies design of learning automatic systems, their capabilities and features.

Learning automatic systems are needed when the characteristics of observable situations (which correspond to signals to be recognized or states of plants to be controlled) are not known in advance, i.e. when the a priori data on situations are searce.

The operation of learning uses learning procedures, classification of situations observed (patterns). Therefore much sttention is given to development of these procedures whereby the functional such as average risk of wrong classification is to be minimized. This method follows from the general theory of adaptation and learning ${ }^{1}$.

With particular forms of loss functions with the known and new learning and self-leaming procedures are shown to be obtainable.

The procedures obtained by us are employed to design learning control systems and a learning receiver of pulse signals.

We will present the results of experimental study of the receiver.

## 1. Kinds of le aming

Procedures for classification of situations observed underlie the design of learning automatic systems. Situations are divided into classes by a certain rule of decision. The techniques employed to define that rule are largely dependent on of amount of data available in gdvance on the dituations to be classified.

With sueficient data, when the probabilistic characteristics of situations are known, the rule of decision is found by classical techniques of the theory of statistical solutions ${ }^{2,3}$. In that case there is no learning. Learning is needed when data are incomplete or insufficient, that is when probabilistic characteristics of situations are nct known in advance. If there is additional information, i.e. data on the situation from a certain sequence belonging to some class, the rule of decision is found in that learning sequence by procedures of learning with an incentive ${ }^{4,5,6}$.

If this additional information is also unavailable, the rale of decision has to be found only through observa~ tion of situations by procedures that can conveniently be termed self-learning procedures 7,8 . Thus we deal with two kinds learning: with incentive and self-learning.

The rules of decision for all the above cases were earlier obtained through examination of separate and at first glance non-related problems. Nevertheless all known as. well as new rules of decision can be obtained in a regular way from the condition of a minimum of overall performance criterion of an average risk in classification.

Te will examine now the situations classification optimality criterion and how obtain the conditions for its minimum。

## 2. Classification criterion

To design a decision rule the classification performance criterion should be formulated whose extremum should define the fule.

Assume that the situations $x$ from the space appear randomly and each appearing situation is associated with one of $N$ classes $X_{1}^{0}, X_{2}^{0}, \ldots, X_{N}^{0}$ unknown to us. At different appearances the same situation $x$ can be associated with different classes.

Let us divide the space of situations $X$ into $N$ regions and associate the situation $x \in X_{i}$ that appears at any instant of time with the class $X_{i}^{0^{*}}$. The problem of classification consisis in optimal in a certain sense divi-
sion of the situation space $X$ into regions $X_{1}, \ldots, X_{N}$
Let us introduce a loss function $F_{k m}\left(x_{1}, u_{i}, u_{z_{1}}, \cdots, u_{N}\right)$ $(k, m=1,2, \ldots, N)$, where $u_{1}, u_{2}, \ldots, u_{N}$ are certain parameters. Each Punction $F_{K_{m}}\left(x, u_{1}, u_{2}, \cdots, u_{N}\right)$ estimatea the losses that appear when the situation $x$ from the class $X_{k}^{0}$ is associated with the class $X_{m}^{c}$, or when the situation $x$ froce the class $X_{k}^{c}$ appears in the region $X_{m}$.

Let, also $\rho_{K}$ be the probability that situations of the class $X_{k}^{c}$ arise, $p(x / x)=p_{x}(x)$ the conditional probability density for situations of the class $X_{k}^{0}$. Then the average risk of misclassification can be given by

$$
\begin{equation*}
R=\sum_{k=1}^{N} \sum_{m=1}^{N} \int_{X_{m}} F_{k m}\left(x, u_{1}, u_{2}, \ldots, u_{N}\right) P_{k} p_{k}(x) d x \tag{2.1}
\end{equation*}
$$

The best classification corresponds to such a selection of parameters $U_{1}, U_{2}, \ldots, U_{N}$ and the regions $X_{k}(k=1,2, \ldots, N)$ at which the average risk (2.1) is minimal.
3. Conditions for a minimue of average risk

The average risk is a functional of the boundaries $\Lambda_{k m}$ between the neighboring regions $X_{k}$ and $X_{m}$ and a totality of vectors $u_{1}, u_{2}, \cdots ; u_{N}$. To find the conditions for a minimum of risk we will following Ref ${ }^{8}$, use the classical methods of variational calculus ${ }^{9}$ and apply them to a more complex functional (2.1). These conditions can be represented as
$\sum_{k=1}^{N} \sum_{m=1}^{N} \int_{X_{m}} \nabla_{u_{e}} F_{k m}\left(x, u_{i}, u_{2}, \cdots, u_{N}\right) P_{k} p_{k}(x) d x=0 \quad(l=1,2, \ldots, N)$ and for all $x$ which belong to the boundary $\Lambda_{\text {sm }}$ between the neighboring regions $X_{s}$ and $X_{m}$. $f_{s m}\left(x, u_{1}, \cdots, u_{N}\right)=\sum_{k=1}^{N}\left(F_{k s}\left(x, u_{1}, \ldots, u_{N}\right)-F_{k m}\left(x, u_{k}, \ldots, u_{N}\right)\right) \rho_{k} \rho_{k}(x)=0_{(3.2)}$

Eq. ( 3.2 ) is a plane which divides the neighboring regions $X_{s}$ and $X_{m}$. Therefore it is practical to term the function $f_{\sin }\left(x_{1} u_{1}, u_{2}, \ldots, u_{N}\right)$ as a discriminant function. The signs of the discriminant functions at

$$
x \in \Lambda_{S m} \text { for all } S, m=1,2, \ldots, N \quad \text { enable to dis- }
$$

tinguish the regions.
With certain assumptions ${ }^{7}$ the decision rule can be given by

$$
x \in X_{m}(m=i, 2, \cdots, N) \text {, if } f_{m s}\left(x, u_{1}, u_{2}, \cdots, u_{N}\right)<0
$$ for all $m \neq S \quad(S=1,2, \cdots, N)$

In a particular case to two classes the average risk $R$, conditions for its minimus and the decision rule take the form

$$
\begin{align*}
& R=\int_{X_{1}} F_{11}\left(x_{1} u_{1}, u_{2}\right) \rho_{1} p_{1}(x) d x+\int_{X_{1}} F_{21}\left(x_{1} u_{1}, u_{2}\right) \rho_{2} p_{2}(x) d x+ \\
& +\int_{x_{2}} F_{12}\left(x, u_{1}, u_{2}\right) P_{1} p_{1}(x) d x+\int_{x_{2}} F_{22}\left(x_{1} u_{1}, u_{2}\right) P_{2} p_{2}(x) d x \tag{3.4}
\end{align*}
$$

$$
\begin{equation*}
\nabla_{u_{e}} R=0 \tag{3.5}
\end{equation*}
$$

$x$ belongs to the class $X_{1}^{0}$, if $f_{12}\left(x_{1}, u_{1}, u_{2}\right)<0$
$x$ belongs to the class $X_{2}^{0}, 1 f f_{12}\left(x, u, u_{2}\right)>0$
Then we have to finalize the finding of decision rules from these conditions.

## 4. Statement of the problem

Depending on the nature of the a priori and the current additional information different statements of the problems are possible where the decision rule minimizing the average risk (eq.2.1).

Problem 1. The probability $P_{k}$ that situations of the classes $X_{k}^{0}$. will appear, and the conditional probability densities $p_{k}(x)$ for situations in these classes are known ( $k=1,2, \ldots, N$ )

The loss functions
$F_{k m}\left(x_{1} u_{1}, u_{2}, \cdots, u_{N}\right)=F_{k m}(x)$ are also known. In this case there is no need in learning to obtain the decision rule.

Problem 11: The probability $P_{x}$ and the conditional probability density $\rho_{k}(x)$ for situations are known ( $K=1,2, \ldots$, N) . The loss functions are given with the accuracy to the parameters $U_{1}, U_{2}, \ldots, U_{N}$. In this case if the parameters $u_{1}, u_{2}, \ldots, u_{1 j}$ that determine the decision rule are to be estimated, learning rust be used
that is based on the additional current information on the situations belonging to certain classes, i.es, on incentive and penalty.

Problew 11a. The probability $P_{k}$ and the probability density $\rho_{K}(x) \quad(K=1,2, \ldots, N)$ are unknown. The loss functions $F_{k m}\left(x, u_{1}, u_{2}, \cdots, u_{N}\right)$ are given with the accuracy to the parameters $u_{1}, u_{2}, \ldots, U_{N}$. In this case to estimate the optimal parameters $U_{1}, L_{i_{2}}, \ldots, U_{N}$ certain statistical characteristics of the situations have to be reproduced. Por this purpose the additional eurrent data on the appearing situations belonging to the appropriate classes have to be used as before.

In these statements the existence of a certain classification of situations was assumed and approximation to this classification was required. If there is no current information on situations this statement of the problem is naturally devoid of sense.

That is why the physical essence of the appropriate average risk (2.1) constituents in Problem 111.

Problem 111. The probability $P_{K}$ that the situations from the regions $X_{K}$ appear (rather than from the classes $X_{k}^{a}$ as before), and conditional probability densities $p_{k}(x)$ in these regions are unknown $(k=1,2, \ldots, N)$

The loss functions $F_{k m}\left(x, u_{1}, u_{2}, \ldots, u_{N}\right)=F_{m}\left(x, u_{1}, \ldots, u_{N}\right)$ for all $k=1,2, \ldots, N$, that express now the penalty for associating the situation $x$ with the class $X_{m}$ ( $m=1,2, \ldots, N$ ) are given with the accuracy to the parameters $U_{1}, U_{2}, \ldots, U_{N}$. Under these conditions the estimation of the decision rule mast be based exclusively on the processing of the situations observed without using the current information on situations belonging to the appropriate classes.

Thus, dependin on how complete the a priori information is and whether additional current information on the situations observed is available or not the following types of recognition or classification are distinguished: without learning (Problem I); with leaming and using the additional current information, or learning with incentive (Problems 11, 11a), with learning without additional information
or learning without incentive, or self-learning (Problem 111).

Now we shall proceed to the finding of the decision rules. For simplicity and observability of results we shall deal chiefly with the case of two classes.

## 5. Finding the decision rule without leaming (Problem 1)

## Assume that

$$
\begin{align*}
& F_{11}\left(x_{1} u_{1}, u_{2}\right)=F_{22}\left(x_{1} u_{1}, u_{2}\right)=0 \\
& F_{12}\left(x_{1} u_{1}, u_{2}\right)=F_{1}(x) \\
& F_{21}\left(x_{1} u_{1}, u_{2}\right)=F_{2}(x) \tag{5.1}
\end{align*}
$$

This means that with proper classification of the sitatron the losses are equal to zero, while at errors of the first and the second kind these depend on the situation. Then the condition for a minimum of average risk of eqs (3.4) will be
$f_{12}(x)=P_{2} p_{2}(x) F_{2}(x)-P_{1} p_{1}(x) F_{1}(x)=0$
for all $x \in \Lambda_{12}$. $\quad f_{12}(x)$ is the dividing function,
therefore the decision rule takes the form

$$
\begin{array}{ll}
x \in X_{1}, & \text { if } f_{12}(x)<0  \tag{5.3}\\
x \in X_{2}, & \text { if } f_{12}(x)>0
\end{array}
$$

The decision rule can be formulated through a likelihood ratio: $p_{1}(x) / \rho_{2}(x)$, namely

$$
\begin{array}{ll}
x \in X_{1}, & \text { if } \frac{p_{1}(x)}{p_{2}(x)}>h(x) \\
x \in X_{2}, & \text { if } \frac{p_{1}(x)}{D_{1}(x)}<h(x)
\end{array}
$$

$x \in X_{2}, \quad$ if $\frac{p_{1}(x)}{p_{2}(x)}<h(x)$
where $h(x)=\frac{p_{2} \cdot F_{2}(x)}{p_{1} f_{1}(x)}$ is a threshold which in this case
depends on articular case when depends on $x$. In a particular case when

$$
\begin{align*}
& F_{12}(x)=w_{12}=\text { const } ; \quad F_{21}(x)=w_{21}=\text { const } \\
& h(x)=h=\frac{P_{2} \cdot w_{21}}{P_{1} \cdot w_{12}}=\text { const } . \tag{5.5}
\end{align*}
$$

This case is usually considered in the statistical location theory ${ }^{2,3}$. In any other case with incomplete aprixi information the decision rule can be found only through learning procedures.
6. Procedures of learning with incentive

To obtain procedures of beaming with incentive we will transform the average risk minimus conditions of ego (3.1), (3.2) to a more convenient form

$$
\begin{equation*}
M \Phi_{l}\left(x_{1} u_{1}, u_{2}\right) \tag{6.1}
\end{equation*}
$$

$$
\begin{array}{lll}
x \in X_{1} & \text { if } & f_{12}\left(x_{1} u_{1}, u_{2}\right)<0 \\
x \in X_{2} & \text { if } & f_{12}\left(x_{1}, u_{1}, u_{2}\right)>0
\end{array}
$$

where

$$
\begin{align*}
& \Phi_{l}\left(x, u_{1}, u_{2}\right)=\nabla_{u_{c}} F_{k i n}\left(x, u_{1}, u_{2}\right),  \tag{6.3}\\
& \quad(k, \ell, m=1,2)
\end{align*}
$$

If the situation of the class $X_{K}^{0}$ belongs to the class $X_{m}^{\circ}$. .

How, to find the decision rule we can use iterative learning procedures ${ }^{1}$.

The form of learning procedures depends on how complete the apriori information is.

Problem 11. Assume that probabilistic characteristics of the situation are known. The unknown are the parameters
$u_{1}, u_{2}$ of the loss functions $F_{i k}\left(x, u_{1}, u_{2}\right)$
( $i ; k=i, 2 ; i \neq k$ ) . As earlier, we will assure
$F_{m, n}\left(x, u_{1}, u_{2}\right),(m=1,2)$ equal to zero. Then the discrimi-
nat function $f_{12}(x)$ will be given by $f_{12}(x)=F_{12}\left(x, u_{1}, u_{2}\right) D_{1} p_{1}(x)-F_{21}\left(x, u_{1}, u_{2}\right) p_{2} p_{2}(x)$
By applying probabilistic iterative procedures to (6.1) wo will have
$u_{e}[n]=u_{e}[n-1]-\gamma_{e}[n] \cdot \nabla_{u_{e}} F_{12}\left(x[n], u_{1}[n-1], u_{2}[n-1]\right),(l=1,2)$
if $x[n]$ is a situation of the class $X_{i}{ }^{0}$ and
$F_{12}\left(x[n], u_{1}[n-1], u_{2}[n-i]\right) P_{1} p_{1}(x[n])-F_{2 i}\left(x[n], u_{1}[n-1], u_{2}[n-1]\right) p_{2} p_{2}(x[n])<0$
$u_{2}[n]=u_{2}[n-1]-\gamma_{2}[n] \nabla_{u_{c}} F_{21}\left(x[n], u_{1}[n-1], u_{2}[n-1]\right), \quad(l=1,2)$
if $X[i]$ is a situation of the class $X_{2}^{0}$ and
$F_{i 2}\left(x[n)_{1} u_{1}[i n-i], u_{2}(i n-n) P_{i} p_{1}(x[i n])-F_{21}\left(x[i n]_{1} u_{1}[n-i]_{1} u_{2}[n-1]\right) P_{2} j_{2}(x[n i)) 0\right.$ $u_{2}[n]=u_{R}[n-i],(l=1-2)$
in other cases.
problem 11a. Let now the probabilistic characteristics of situations are unknown. In this case we could also use the learning procedures, cited above, if in the process learning we could restore the probabilistic characteristics of situations included in the expression for the dividing function

$$
f_{12}\left(x, u_{1}, u_{2}\right)=F_{12}\left(x, u_{1}, u_{2}\right) \cdot P_{1} p_{1}(x)-F_{2 i}\left(x, u_{1}, u_{2}\right) P_{2} p_{2}(x)(6,6)
$$

This can be done by using the known procedures of restoring the probebilities and random values distribution densities ${ }^{8,10 . ~ H o w e v e r ; ~ t h e r e ~ i s ~ n o ~ n e e d ~ i n ~ d o i n g ~}$ so. Te will describe a simpler technique actually based on the same procedures; we will use them to restore the discriminant function itself rather than its constituents. Pix the parameters $U_{1}, U_{2}$, then

$$
\begin{equation*}
f_{12}\left(x, u_{1}, u_{2}\right)=f_{12}(x) \tag{6.7}
\end{equation*}
$$

If the function $f_{12}(x)$ is approximated by a stretch of an orthonormed series

$$
\begin{equation*}
\hat{f}(x)=c^{T} \cdot \varphi(x) \tag{6.8}
\end{equation*}
$$

so as the functional

$$
\begin{equation*}
I(c)=\int_{x}\left[f_{12}(x)-c^{\top} \varphi(x)\right]^{2} d x \tag{6.9}
\end{equation*}
$$

In ( 5.8 ) and ( 6.9 ) the character 7 means a transposition of the vector $C$. By differentiating the functions $I(C)$ ov • $C$ and using the orthonomality of the vector-function $\varphi(x)$ components we will find the optimal values of $c$ :

$$
\begin{equation*}
C=M \varnothing(x)_{j} \tag{6.10}
\end{equation*}
$$

where
$\phi(x)= \begin{cases}\varphi(x) F_{i 2}(x), & \text { if } x \\ \text { is a situation of the } \\ & \text { elass } x_{1}^{0} \\ -\varphi(x) F_{2 i}(x), \text { if } x & \text { is a situation of the class } X_{2}^{0}\end{cases}$
By considering eq. $(6,10)$ as a regression equation we will obtain, through the probabilistic iterative techniques of Ref $s^{1,11}$, the procedure

$$
\begin{equation*}
c[n]=c[n-i]-\gamma[n]\left\{c[n-i]-\varphi(x[n]) F_{i 2}(x[n])\right\}, \tag{6.12}
\end{equation*}
$$

if $x[n]$ is a situation of the class $X_{i}{ }^{\circ}$
$c[n]=c[n-1]-\gamma[n]\left\{c[n-1]-\varphi(x[n]) F_{21}(x[n])\right\}$
if $X[n]$ is a situation of the class $X_{2}^{\circ}$. By using eq,
(6.1.0) to solve Problem ila at arbitrary parameters
$U_{1}, U_{2}$ and using also eq. (6.1) we will have the now
cessany conditions for the parameters $u_{1}, u_{2}, c_{1}, c_{2}, \ldots, c_{n}$
$M \Phi_{l}\left(x_{1} u_{1}, u_{2}\right)=0$
$M\left[D\left(x_{1} u_{1} u_{2}\right)-C\right]=0$
$c^{\top} \varphi(x)=0$ for all $x \in \Lambda_{12}$ where the functions $\phi_{e}\left(x, u_{1}, u_{2}\right)$ and $\Phi\left(x, u_{1}, u_{2}\right)$ are Pound by sags (6.3) and (6.11) respectively.

From ens (6.13) following leaving procedures $u_{e}[n]=u_{e}[n-i]-\gamma_{e}[n] \cdot \nabla_{u_{e}} F_{12}\left(x[n], u_{1}[n-1], u_{2}[n-i]\right)$
$c[n]=c[n-i]-\gamma[n] \cdot\left[c[n-1]-\varphi\left[x[n] \cdot F_{12}\left(x[n], u_{1}[n-1], u_{2}[n-1]\right)\right]\right.$
if $x[n]$ is a situation of the class $x_{1}^{6}$ and $c^{\top}(n-1] \varphi(x[n])>0$ $u_{e}[n]=u_{e}[n-1]-\gamma_{e}[n] \cdot \nabla_{u_{e}} F_{21}\left(x[n], u_{1}[n-1], u_{2}[n-1]\right)$
$\left.c[n]=c[n-1]-\gamma[n] \cdot\left[c[n-1]+\varphi(x[n]) F_{21}\left(x[n], u_{1}[n-1], u_{2}(2,0 p)\right]\right]^{4}\right)$
if $x[h]$ is a situation of the class $c^{\top}[n-i] \varphi(x[h]) \leqslant 0$ $u_{e}[n]=u_{e}[n-1]$
$c[n]=c[n-1]-\gamma[n] \cdot\left[c[n-1]-\varphi(x[n]) F_{12}\left(x[n], u_{1}[n-1], u_{2}[n-1]\right)\right.$
if $x[n]$ is a situation of the class $x_{2}{ }^{0}$ and $c^{\top} \varphi(x)>0$ $U_{e}[h]=U_{e}[n-1]$
$c[n]=c[n-i]-\gamma[n] \cdot\left[c[n-1]+\varphi(x[n]) F_{21}\left(x[n], u_{1}[n-1], u_{2}[n-1]\right)\right]$ If $x[n]$ is a situation of the class $x_{i}^{\circ}$
and $c^{T}(n-1\rangle \varphi(x[n])<0$. In the most frequent particular case which underlies the location theory ${ }^{\text {l }}, 2$

$$
\begin{equation*}
F_{12}\left(x_{1} u_{i}, u_{2}\right)=w_{12} \tag{6.15}
\end{equation*}
$$

$F_{21}\left(x_{1} u_{1}, u_{2}\right)=w_{21}$
Then the procedure of estimating the coefficients $C$ of the dividing function $\hat{f}(x)=C^{T} \varphi(x)$, which minimizes the average risk

$$
\begin{equation*}
R=\int_{X_{1}} w_{21} p_{2} p_{2}(x) \alpha^{\prime} x+\int_{X_{2}} w_{12} p_{1} p_{i}(x) d x \tag{6.16}
\end{equation*}
$$

will have this Jor

$$
\begin{align*}
& c[n]=c[n-1\}-\gamma[n] \cdot\left\{c[n-1]-\varphi(x[n]) \omega_{i 2}\right\} \\
& \text { if } x[n] \text { a situation of the class } \quad X_{i}{ }^{\circ} \\
& c[n]=c[n-i]-\gamma[n] \cdot\{c[n-i]+\varphi(x[n]) v / 2 i\} \tag{6.17}
\end{align*}
$$

if $X[n]$ is a situation of the class $X_{2}^{0}$
7. Procedures of learning without incentive
(self-learning)
In this case we do, not know neither probabilistic characteristics of the situations $X$, nor additional data. on the situations belonging to classes. In other words, only those observations are used of which we do not know what are the classes they belong to. Using the notation in Section 4 the average rises $R$ at $N=2$ will be given by

$$
\begin{equation*}
R=\sum_{k=1}^{2} \int_{X_{k}} F_{k}\left(x, u_{1}, u_{2}\right) P_{k} p_{k}(x) d x \tag{7.1}
\end{equation*}
$$

The condition for the minimus is obtained from eqs (6.I), $(6.2)$, $(6.3)$ by replacing the conditions of the situations belonging to real classes $X_{k}^{0}$ with the condition $\left(x \in X_{k}\right)$ of the condition belonging to the region $X_{k}$ :

$$
\begin{equation*}
M \Phi_{e}\left(x, u_{1}, u_{2}\right)=0 \tag{7.2}
\end{equation*}
$$

where

$$
\begin{align*}
\Phi_{l}\left(x, u_{i}, u_{2}\right)=\nabla_{u_{e}} F_{k}\left(x, u_{i}, u_{i} u_{i}\right. & x \in X_{k} \\
& (k, e=1,2) .
\end{align*}
$$

and

$$
\begin{array}{ll}
x \in X_{1} & \text { if } \\
x \in F_{1}\left(x, u_{1}, u_{2}\right)-F_{2}\left(x, u_{1}, u_{2}\right)<0 \\
x \in X_{2} & \text { if } \quad F_{1}\left(x, u_{1}, u_{2}\right)-F_{2}\left(x, u_{1}, u_{2}\right)>0 \tag{7,4}
\end{array}
$$

To ind the learning procedures which give the parame-
 dures.

Then we will have

$$
\begin{align*}
& u_{e}[n]=u_{e}[n-1]-\gamma[n] \cdot \nabla_{u_{e}} F_{1}\left(x[n], u_{1}[n-1], u_{2}[n-1]\right) \text {, } \\
& \text { if } F_{1}\left(x[n], u_{1}[n-1], u_{2}[n-i]\right)-F_{2}\left(x[n], u_{1}[n-1], u_{2}[n-1]\right)<0 \\
& u_{2}[n]=u_{e}[n-1]-\gamma[n] \cdot \nabla_{u_{e}} F_{2}\left(x[n], u_{1}[n-1], u_{2}[n-1]\right) \text {, } \\
& \text { if }  \tag{7.5}\\
& F_{1}\left(x[n], u_{i}[n-1], u_{2}[n-i]\right)-F_{2}\left(x[n], u_{1}[n-1], u_{2}[n-1]\right)>0 \\
& (e=1,2)
\end{align*}
$$

गuite naturally, these procedures coincide with those obtained in Rer.?

## 8. Particular cases of procedures

Though in their form they do differ from situation classification procedures known earlier the procedures obtained above contain them as particular cases. We will show this for the problem of learning with incentive. Iet us search for the dividing function in the form
$\hat{y}=u^{\top} \varphi(x)$
where $U$ is a vectior of unicnown parameters.
$\varphi(x)$ is a vector-iunction whose components are linear iy independent. In the basic eriterion select the loss functions in this way

$$
\begin{align*}
& F_{12}(x)=F\left(1-u^{\top} \varphi(x)\right)=F_{11}(x) \\
& F_{2 i}(x)=F\left(-1-u^{\top} \varphi(x)\right)=F_{22}(x) \tag{8,2}
\end{align*}
$$

where $F(\cdot)$ is a certain convex function.
Then

$$
\begin{aligned}
& R=\int_{x_{1}=\left\{x: u^{\top} \varphi(x)<0\right\}} F\left(1-u^{\top} \varphi(x)\right) p_{1} p_{1}(x) d x+\int_{x_{2}=\left\{x: u^{\top} \varphi(x)>0\right\}} F\left(-1-u^{\top} \varphi(x)\right) P_{2} p_{2}(x) d x+ \\
& +\int_{x_{1}} F\left(-1-u^{\top} \varphi(x)\right) \rho_{2} \rho_{2}(x) d x+\int_{x_{2}} F\left(1-u^{\top} \varphi(x)\right) P_{1} p_{1}(x) d x
\end{aligned}
$$

By introducing a mixed situation distribution density

$$
\begin{equation*}
p(x)=P_{1} \cdot p_{1}(x)+P_{2} \cdot P_{2}(x) \tag{8.4}
\end{equation*}
$$

we canfrepresent the average risk of eq. (8.3) as

$$
\begin{equation*}
R=\int_{x} F\left(y-u^{\top} \varphi(x)\right) \rho(x) \alpha x=M F\left(y-u^{\top} \varphi(x)\right) \tag{8.5}
\end{equation*}
$$

where

$$
y= \begin{cases}1, & \text { if } x \text { belongs to the class } X_{1}^{0} \\ -1, & \text { if } x \text { belongs to the class } X_{2}^{0}\end{cases}
$$

teacher's instuctions (additional information) on the elasses to which the appearing situations belong: This was the form in which the functionals were treated in recognition problems ( $\mathrm{Kefs}^{4,5,6}$ ).

The learning procedure in this case is given by

$$
\begin{align*}
& u[n]=u[n-1]-\gamma[n] \nabla_{u}^{0} F\left(1-u^{\top}[n-1] \varphi(x[n])\right) \text {, } \\
& \text { if } x[n] \text { is a situation of the class } X_{1}^{0}  \tag{8.7}\\
& u[n]=u[n-1]-\gamma[n] \cdot \nabla_{u} F\left(-1-u^{\top}[n-1] \varphi(x[n])\right) \text {, }
\end{align*}
$$

if $X[n]$ is a situation of the class $X_{2}{ }^{\circ}$. The procedures of eq. $(8.7)$ can be written in a more compact form by using eq. $(8,6)$. In Rer. ${ }^{5}$ such procedures were obtained directly from the functional of eq. (8.5).

## 9. On optimal procedures

The learning procedures cited above converge when cerm tain conditions imposed on the quantities $\gamma[\mathrm{n})$ and the loss functions are met ${ }^{2}$. In cases where the number of situations observed is limited it is practical to select $\gamma[n]$ so as to utilize that information in the best (in a certain sense) way. In other wor ds; optimal procedures of Ref ${ }^{12,13}$ have to be considered. Two possibilities arise here ${ }^{I 3}$; one is multiple use of non-optimal procedures with relatively simple $\gamma[n]$ of the type $\gamma[n]=\frac{a}{n}$ with periodic use of a known sequence of situations;
the other consists in special selection of $\gamma[h]$ which minimizes a certain Punctional, e.g. for linear procadures such as egs $(6.12),(6.17)$ it is easy to prove as was done in Refs 13,14 that the optimal velue of $\gamma[n]$ is

$$
\gamma_{o p t}[n]=\frac{1}{h+\frac{\sigma^{2}}{v^{2}[0]}}
$$

where $\sigma^{2}$ is the variation of $x, V^{2}[0]$ is the initial variation of the estimate. This expression gives the minimal variation of estimate at each step. If there is no a priori data on the initial value of the estimate variation, then $V^{2}[0]=\infty$ and we obtain

$$
\begin{equation*}
\gamma_{\text {opt }}[n]=\frac{1}{n} \tag{9.2}
\end{equation*}
$$

As for geneŕal cases, finding the optimal values is too cumbersome to be discussed here.
10. Learning control systems

The theory of optimal control systems makes it possible to ootain the law for variation of a control action $U_{y}(t)$ as a time function. As for the synthesis of an optinal
control law, i.e. finding the dependence of $U_{y}$ on phase coordinates, this problem is far from its satisfactory solution in more or less complex cases ${ }^{3,15}$. Por systems, optimal in speed of response

$$
\begin{equation*}
u_{y}=1 \quad \text { or } \quad u_{y}=-1 \tag{10.1}
\end{equation*}
$$

Therefore the problem of synthetizing such systems can be regarded as that of classification of a phase coordinates vector $x=\left(x_{1}, x_{2}, \cdots, x_{M}\right)$ into the two groups (10.1). Represent the unknown to us equation of the dividing surface as

$$
\begin{equation*}
\hat{f}(x)=u^{\top} \varphi(x)=0 \tag{10.2}
\end{equation*}
$$

Then

$$
u_{y}=\left\{\begin{array}{cll}
1 & \text { if } & \hat{f}(x) \geqslant 0  \tag{10.3}\\
-1 & \text { if } & \hat{f}(x)<0
\end{array}\right.
$$

By the results of determining the optimal control
and paths of phase coordinates $X_{\text {opt }}(t)$ with the given initial conditions $x(0)$ one can compile a training sequence i.e. a relation between $X_{\text {ppt. }}$ and $U_{\text {cpt }}$. The classification is performed with the aid of learning pro-
cedures. Thus in such learning control systems the so-called switching surface is restored on the basis of the training sequence.

Realisation of such systems with adaptive linear elements was discussed in Rers ${ }^{16,17,18}$. Assume that we have a unique controller optimal in terms of speed of response which would generate optimal control (10.1) dependent on the plant coordinates. That optimal controller can be used for adjustment of "normal" standard controllers incorporated in simple learning control systems. During the learning the adjustible parameters change so as in time the "normal" controller would function as a costly optimal controller in the best way (in terms of minimal erroneous control actions) ${ }^{1,16}$.

Other possibilities for construction of learning control systers are based on quantization of the system input signals space and determination or investigation of
the already known optimal controls fob each of the regions obtained ${ }^{19,20}$.

## 11. Selp-learning receivers

A learning receiver is to classify the signals received. In those cases where the signals are represented by a scalar time function we can utilize the procedures for learning of situation recognition with the simplifications usually made for a onemimensional case. Thus with second order loss functions the quality criterion is given by $R=\int_{x_{i}}\left(u_{1}-x\right)^{2} p(x) d x+\int_{x_{2}}\left(u_{2}-x\right)^{2} p(x) d x$ In this case it is more practical to use continuous procedures instead of discrete ones. The latter can give contrnuous procedures by the appropriate limit transition (see also Ref. ${ }^{8}$ ). In this case these seli-leaming procedures can be represented as

$$
\begin{align*}
& \frac{d u_{i}(t)}{\alpha t}=-\gamma_{1}(t) \cdot\left[x(t)-u_{i}(t)\right] \cdot 1\left(x(t)-x^{0}\right) \\
& \frac{\alpha u_{2}(t)}{d t}=-\gamma_{2}(t)\left[x(t)-u_{2}(t)\right] \cdot 1\left(x^{0}-x(t)\right) \tag{11.2}
\end{align*}
$$

where $x^{0}$ is a threshold equal to

$$
\begin{equation*}
x^{0}=\frac{u_{1}+u_{2}}{2} \tag{11.3}
\end{equation*}
$$

and

$$
I(z)=\left\{\begin{array}{lll}
1, & \text { if } & z \geqslant 0  \tag{I1.4}\\
0, & \text { if } & z<0
\end{array}\right.
$$

The optimal values of $\gamma_{1}(t)$ and $\gamma_{2}(t)$ can be represented in this forms

$$
\begin{align*}
& \gamma_{1}(t)=\frac{1}{\int_{0}^{t} x^{2}(\tau) 1\left(x(\tau)-x^{0}\right) d \tau}  \tag{11.5}\\
& \gamma_{2}(t)=\frac{1}{\int_{0}^{t} x^{2}(\tau) 1\left(x^{0}-x(\varepsilon)\right) d \tau} \tag{11.6}
\end{align*}
$$

where $\quad t>$ を $>0$
The block-diagram of a receiver is shown in Fig.l. The re-
ceiver is assembled of elemens $\exists M Y-8$ and specially developped blocks (semiconducting contactless relays, $\gamma$ - element and a controiled potentiometer). We will describe below the results of an experimental study of a leaming receiver employed in classifying the input sienals (pulsed signals whose amplitude change) by different laws, and pulsed signals against a noisy background). The oscillogram of Fig. 2 shows processes of learning without additional outside information. The notations are

1 input sienal to the receiver,
2 output signals associated with the list class ${ }^{2 /}$,
3 output signals associated with the 2nd class ${ }^{x / \prime}$,
4 the process of threshold setting whose duration characterizes the learning period. For the cases under consideration the process lasts three through seven periods. The signal-to-noise ratio (in oscillograms i ta 6) is of the order 0.35 to 0.4 . The periormance of this principle depends exclusively on how distinctly the signals to be classified are distinguished. Such a scheme of a learning receiver was used to establish the response parameter (threshold) in a prototype of a teletype link with noise and ensures a minimal numbers of errors. during reception of signals in case of errors statistics unknown in advance. Such receivers can be applied in numerous other fields (remote control, monitoring, etc).

## Conclusion

The paper is an extension of the leaming atutomatic syatems theory. From the condition for minimun of average risk of simation misclassification, the probabilistic iterative procedures gave situetion classifiction procedures for both complete and incomplete information on situations to be classified. In the latter case, we come to learning procedures with and with out en incentive. The leaming and self-learning procedires known earlier follow

[^0]from our procedures as particular cases. Our procedures were used to design learning control systems and learnżng receivers.
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# 277 <br> 21.3 <br> ON CONVERGRNCE OF RANDON PROCESSES APPEARING IN CONSTRUCTION OF RECURRENT TRAINING AND ADAPTATION AIGORITHMS 

E.M. Braverman<br>Institute of Automation and Telemechanics<br>Moscow<br>USSR

## 1. Introduction

The Robbins-Monro procedures used in the stochastic approximation method ${ }^{1,2}$, the algorithms generated by the potential function method applied to solution of approximation problems ${ }^{3-7}$ and some other kindred procedures make it possikie to study random sequences of $m$-dimensional vectors $y^{n}=\left(y_{n}^{n}, y_{n}^{n}, \ldots y_{n}^{n}\right)$, described by recurrent relations of the form

$$
\begin{equation*}
y_{i}^{n+1}=y_{i}^{n}+y_{n} \Phi_{i}\left(4^{n}, x^{n}\right), i=1,2, \ldots, m \tag{1}
\end{equation*}
$$

where $x^{n}$ is a ranaom vector which appears at each step in accordance with a certain conditional probability distribution $P\left(x^{n} / y^{\prime \prime}\right)$, unknown in advance and not dependent explicitely on $n ; \phi_{i}(y, x)$ are certain determined functions; $\gamma_{n}$ are terms of a numerical sequence*.

Specific algorithms which are reduced to eq. (1) differ in the form of the functions $\phi_{i}$ and the numerical sequence $\gamma_{k}$. Normally in algorithms of this kind, $\gamma_{n}$ is a sequence of nonnegative numbers which satisfies the conaitions

$$
\begin{equation*}
\sum \gamma_{n}=\infty \tag{2}
\end{equation*}
$$

[^1]\[

$$
\begin{equation*}
\sum \gamma_{n}^{2}<\infty \tag{ab}
\end{equation*}
$$

\]

In some cases, however, condition (ib) can be replaced by a weaker condition

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \gamma_{n}=0 \tag{ac}
\end{equation*}
$$

(see, e.g. Theorem VIII of this paper).
Quite naturally, we come to a problem of establishing certain criteria for convergence of a random sequence, $y^{\prime} / y^{2}, \ldots, y^{n}$, generated by procedure (1).

In Section 2 of this paper sufficient conditions are established for convergence of random processes, applicable, e.g. to procedure (1). These conditions are formulated in the following terms. A sequence of determined functions is introduce

$$
\begin{equation*}
U_{n}\left(y^{\prime}, y^{2}, \ldots, y^{n}\right) \geqslant 0 \quad \text { and } V_{n}\left(y^{\prime}, y^{2}, \ldots, y^{n}\right) \geqslant 0 \tag{3}
\end{equation*}
$$

which generally speaking are functions of the number of rectrial arguments $y^{i}=\left(y_{i}^{i}, y_{2}^{i}, \ldots, y_{m}^{i}\right)$ which increase with $n$ and are realizations of the random process $y^{\prime}, y_{8}^{8} \ldots, y^{\prime \prime} \ldots$.... Also, relations are established for the functions $U_{n}$ and $V_{n}$ which are valid due to the properties of the random process $y^{1}, y^{2}, \ldots, y^{n}, \ldots$ which guarantee the trend to zero in some sense ('By probability", "almost certainly" or "average") at least for one of the random sequences $U_{1}, U_{2}, \ldots, U_{n}, \ldots$ or $V_{1}, V_{2}, \ldots, V_{n}, \ldots$

When the conditions for convergence, thus obtained, are employed n specific problems, functions of eq. (3) can be selected so that convergence of one of these functions to reroo in a certain sense leads to convergence, in the same sense, of the random process $y_{i}^{\prime}, y^{2}, \ldots, y^{\prime \prime}, \ldots$

The experience accumulated in employment of the above criteria for convergence in specific problems (see e.g. ${ }^{4-7}$ ) shows that in many, cases no difficulties arise in selection of such functions. In all theorems of Section 2 it is assumed that function (3), thanks to the random process $y^{\prime}, y_{0}^{2}, \ldots, y_{y}^{*}, \ldots$ meets the following condition:

Condition A: Mathematical expectations $M\left\{U,\left(y^{\prime}\right)\right\}, M\left\{V,\left(y^{\prime}\right)\right\}$

$$
\begin{align*}
& \text { exist and }  \tag{4}\\
& M\left\{U_{n+1}\left(y^{\prime}, \ldots, y^{n+1}\right) / y^{\prime}, \ldots, y^{n}\right\} \leq\left(1+u_{n}\right) u_{n}\left(y_{1}^{\prime}, \ldots, y^{n}\right)- \\
& -\gamma_{n} V_{n}\left(y_{y}^{\prime}, \ldots y^{n}\right)+\ell_{n, n=1,2, \ldots}
\end{align*}
$$

where $\gamma_{n} \geqslant 0$ and $\mu_{n}$ are numerical sequences such that
a) $\sum y_{n}=\infty$
b) $\sum\left|\mu_{n}\right|<\infty$
and Un is a certaiu numerical sequence. In formula (4) the symbol $M(\ldots / \ldots)$ denotes conditional mathematical expectation.

The properties of the random sequence $S_{n}$ and the numerical sequence $\gamma_{n}$ are detailed in each theorem of section 2. When these were applied to procedure (1) $M\left\{l_{>n}\right\}$ and $\left|\mu_{n}\right|$ were found to be proportional to $\gamma_{n}^{2}$.

Condition $A$ Along with detailing the properties of the sequences $\zeta_{n}$ and $\gamma_{n}$ make the first condition for all theorems of Section 2. These theorems actually differ in their second conditions which establish additional requirements to the relation between the functions $U_{n}\left(y^{\prime}, \ldots, y^{n}\right)$ and $V_{n}\left(y^{\prime}, \ldots, y^{n}\right)$ which, together with the first conditions of the theorems make it possible to prove the convergence of the appropriate random sequences.

The second conditions of Section 2 can be weakened substantially if the limited nature of almost all realizations of the random process $y^{1}, \ldots, y^{n}, \ldots$ is somehow established. Definition. A sequence of functions $U_{n}\left(y^{\prime}, \ldots, y^{n}\right)$ is infinitely large if any sequence $y^{\prime}, \ldots, y^{n}, \ldots$ for which the limit $\lim _{n \rightarrow \infty} l_{n}\left(y^{\prime}, \ldots, y^{n}\right)$ exists and is finite is limited. For a number of theorems of section 2 we can prove that almost all realizations of the random process $y^{\prime}, \cdots, y^{n}, \ldots$ are limited if the sequence of functions the first conditions of the theorems but is also infinitely large. The appropriately modified theorems are denoted in this paper by the same number with the index"a". (E.g. a modification of Theorem 1 is denoted as Theorem 1a).

The approach to establishing the convergence of random processes suggested in this paper is conceptually close to the direct LCapunoff method applied to investigation of stability of motion whereby the fact of stability is established if a certain function of phase coordinates can be selected that would meet the conditions needed to ensure its trend to zero
in the process of disturbed motion. From Condition A follows that the functions $U_{n}$ and $\gamma_{n} V_{n}^{\prime}$ play the role of "a Liapunov function" and "its derivative due to the process".

The idea itself of using certain techniques akin to the Liapunov method to study the convergence of random processes was used in quite a few papers (see e.g. 11-13). This paper differs from them in that the conditions imposed on the "Kiapung function" reflect the specific features of random processes caused by relations (1) and (2). The known theorems of Blum which are employed to prove the convergence inherent in procedures of the stochastic approximation method are of the same nature.

In Section 3 the general theorems of the preceding secion are used directly to establish the conditions for convengence of procedure (1). Theorem $V$ is formulated whose conditions are analogous in their form to those of Blum's theorems. That theorem for which the results obtained by Blum and Ya.G. Gladyshev ${ }^{15}$ are particular cases enable to establish the convergence of procedure (1) used to solve the regression equations and also in cases where the uniqueness of solutions to these equations cannot be quaranteed. Theorem VI enables to establish the convergence of procedure (1) for features of a process generated by procedure (1) other that those used in Theorem V. Section 3 presents in conclusion theorem VII which extends the results obtained by Blum to the case where the sequence $\gamma_{n}$ incorporated in procedure (1) satisties condition (2c) instead of a stronger condition (ab).

## 2. Basic Theorems on Convergence

Let us consider a random process at discrete time $n$

*) A continuous determined analog to the process of ens $(1),(2)$ is made by the equations

$$
\frac{d y_{2}}{d t}=\gamma(t) \phi_{i}\left(y_{1}, \ldots, y_{m}\right) ; i=1 \ldots m
$$

$$
\int_{0}^{\infty} \gamma^{2}(t) d t<\infty
$$

$$
\operatorname{lor}_{t \rightarrow \infty} \lim _{t} \gamma(t)=0 /
$$

and described by conditional probability densities $P_{n+1}\left(y^{n+1} / y^{\prime}, \ldots, y^{n}\right)$ for appearance of the random quantity $y^{n+1}$ at the $n+1-t h$ time provided that at times $1,2, \ldots, n$ the random quantities take the values $y^{4}, y^{2}, \ldots, y^{n}$ respectively. The conditions sufficient for the mathematical expectations $M\left\{U_{n}\right\}$ and $M\left\{V_{n}\right\}$ of a sequence of functions (3) in a random process, $y^{\prime}, \ldots, y^{n}, \ldots$, to go to zero are estabDished by Theorems $I$ and II. Because the quantities $U_{n}$ and $V_{n}$
are non-negative these quantities evidently go to zero in terms of probability.

Theorem 1. Let a random process $y^{4}, \ldots, y^{n}, \ldots$ and a sequince of scalar functions (3) which satisfy the following conditions:
$1^{\circ}$. Condition A where

$$
\begin{aligned}
& \lim _{\lim ^{\circ}}^{M}\left\{\gamma_{n}=0 \sum M\left\{l_{n n}\right\}<\infty\right. \\
& \left.V_{n+1} / y^{\prime}, \ldots, y^{\prime \prime}\right\} \leq\left(1+A \gamma_{n}\right) V_{n}\left(y^{\prime}, \ldots, y^{n}\right)+B \gamma_{n}+\eta_{n}
\end{aligned}
$$

where $A$ and $B$ are certain constants while $\eta_{n} \geq 0$ is a random sequence such that

$$
\sum M\left\{\eta_{n}\right\}<\infty
$$

Then

$$
\begin{equation*}
\lim _{n \rightarrow \infty} M\left\{v_{n}\right\}=0 \tag{5}
\end{equation*}
$$

and a sequence of random functions $\sqrt{\text { goes }}$ to zero in terms of probability at $n \rightarrow \infty$.

When actual processes are studied it is found that the quantities $A$ and $B$ of condition $2^{\circ}$ of Theorem 1 are cer tain functions of $y^{1}, \ldots, y^{n}$, rather than constants:

$$
A=A_{n}\left(y^{1}, \ldots, y^{n}\right), \quad B=B_{n}\left(y^{1}, \ldots, y^{n}\right)
$$

However, if we somehow manage to establish the limited nature of the sequences $A_{n}$ and $B_{n}$ for almostrealizations of the random process, that $V_{n}$ converges to zero in terms of probability can also be proved in this case. The limited nature of the sequences/can follow, in particular from the limited number of realizations of a random process. The condition which guarantees the limited nature of almost ail =ealizations of the random process $y^{d}, \ldots, y^{n}$, can as speci-
fied in Section 1, be expressed as a constraint on the form of a sequence of functions $U_{n}\left(y^{\prime}, \ldots, y^{n}\right)$. It is sufficient then to require that the sequence $U_{n}$ be infinitely large.

Theorem 1a. Let function (3) satisfy the following conditins

$$
\begin{aligned}
& \text { 10. Condition A where } \\
& \qquad \lim _{n \rightarrow \infty} \gamma_{n}=0 \sum_{n} M\left\{l_{n}\right\}<\infty \\
& 2^{\circ} . M\left\{v_{n+1} / y_{1}^{\prime}, \ldots, y^{n}\right\} \leqslant\left(1+A_{n}\left(y^{\prime}, \ldots, y^{n}\right)\right) v_{n}+B_{n}\left(y_{1}^{\prime}, \ldots, y^{n}\right) \gamma_{n}+\eta_{n}
\end{aligned}
$$

where $A_{n}\left(y^{4}, \ldots, y^{n}\right)$ and $B_{n}\left(y^{1}, \ldots, y^{n}\right)$ are functions which for $\underbrace{y_{j}^{\prime} \ldots, y_{i}^{n}|y i|} \leqslant R, i \ell$ any limited sequence $\sqrt{\text { are }}$ majored by the constants $A(R)$ and $B(R)$ respectively while $\eta_{k}$ is a random sequence such that

$$
\sum M\left(\eta_{n}\right)<\infty
$$

$3^{\circ}$. The sequence of functions $U_{n}\left(y^{1}, \ldots, y^{n}\right)$ is infinitely large.

Then the sequence of random quantities $V_{n}$ goes to zero in terms of probability at $n \rightarrow \infty$

$$
V_{n} \stackrel{P}{\rightarrow} 0
$$

In the formulation of Theorem 1 the requirement of converfence for the series $\sum M\left(\zeta_{n}\right)$ is substantial. Theorem II formulated below makes it possible to weaken that requirement by substantial strengthening of Condition $2^{\circ}$ of Theorem I. If the requirement for convergence of the series $\sum M\left(l_{\rho}\right)$ in Theorem II is jettisoned, we will manage (see Theorem VII) to abandon in some cases requirement ( 2 b ) in algorithms of stochastic approximation and use requirement (ac) instead.

Unlike Theorem I, Theorem II states that the sequence $U_{n}$ rather than sequence $V_{n}$ goes to zero.
Theorem II. Let functions (3) meet the conditions

## $1^{\circ}$. Condition A where

$\lim _{n \rightarrow \infty} \gamma_{n}=0$ and $M\left\{l_{n}\right\}=\alpha_{n} \gamma_{n}, \lim _{n \rightarrow \infty} \alpha_{n}=0$
$2^{\circ}$. There is a constant, $A$, such that

$$
V_{n}\left(y_{1}^{\prime}, \ldots, y^{n}\right) \geqslant A U_{n}\left(y^{\prime}, \ldots, y^{n}\right)
$$

Then

$$
\lim _{n \rightarrow \infty} M\left\{U_{n}\right\}=0
$$

and a sequence of random quantities $U_{n}$ goes to zero in terms of probability at $n \rightarrow \infty$.

Let us take up now the conditions sufficient for "almost certain" convergence. Theorems III, III and IV formulated below make it possible to establish both the convergence in terms of probability and "almost certainly". However, the conditions of Theorem III and III guarantee convergenceVonly at $\beta<1$ while those of Theorems IV and IVa do not quarantee convergence of mathematical expectations at all.

Theorem III. Let function (3) satisfy the following conditions
10. Condition $A$ where

$$
\lim _{n \rightarrow \infty} y_{n}=0 \quad \sum_{1}^{\infty} M\left\{\rho_{n}\right\}<\infty
$$

$2^{\circ}$. In almost all realizations of a random process for which $\lim _{n \rightarrow \infty} v_{n}=0, \lim _{n \rightarrow \infty} U_{n}=0$ is valid. Then at $n \rightarrow \infty$ a sequence of random quantities goes to zero almost certainly $U_{n} \xrightarrow{a \leq} 0$
and at any $\beta<1$

$$
\begin{equation*}
\lim _{n \rightarrow \infty} M\left\{U_{n}^{\beta}\right\}=0 \tag{6}
\end{equation*}
$$

Theorem TIa. Let function (3) satisfy the following conãtitons
$1^{\circ}$. Condition $A$ where

$$
\lim _{n \rightarrow \infty} \gamma_{n}=0, \sum_{1} M\left\{l_{n}\right\}<\infty
$$

$2^{\circ}$. In all limited sequences for which $\lim _{n \rightarrow \infty} V_{n}=0$, $\lim _{n \rightarrow \infty} U_{n}=0$ is valid.
$3^{\circ}$. The sequence of functions $U_{n}\left(y^{\prime}, \ldots, y^{n}\right)$ is infinitely large.

Then at the sequence of random quantities goes to zero almost certainly and also at any $\beta<1, \lim _{n \rightarrow \infty} M\left\{U_{n}^{\beta}\right\}=0$. Using Theorem III we can prove convergence of the imown Do-
retsky process ${ }^{14}$. The establishment of the fact that functions $U_{n}$ and $V_{n}$ can be chosen that satisfy the conditions of Theorem III is not related to analysis of the random process in question and requires only algebraic transformations. The analysis of a random process in completely "handled" by Theorem III. The Dvoretsky theorem deals with a random process $x_{1}^{1}, \ldots, x^{n}, \ldots \quad$;its convergence both almoxt certainly and in the mean square is proved, i.e.

$$
x^{n a c}=0, \lim _{n \rightarrow \infty} M\left\{\left|x^{n}\right|^{p}\right\}=0 \text { at } p \leq 2
$$

If Theorem III is applied, a weaker assertion can be proved

$$
x^{n<g} 0, \lim _{n \rightarrow \infty} M\left\{\left|x^{n}\right|^{p}\right\}=0 \quad \text { at } p<2
$$

(the case $P=2$ corresponds to $\beta=1$ in eq. (6)).
Theorem IV which follows is very close to Theorem I as far as their conditions are concerned but differs in that it contains the requirement for limiting the increase of the sequence $V_{n}\left(C o n d i t i o n ~ 2^{\circ}\right.$ ) not in the sense of mathematical expectations but in almost each realization. This make it possible to establish the convergence of the sequence to zero $V_{n}$ almost certainly.

Theorem IV. Let function (3) satisfy the following conditions $1^{\circ}$
$1^{\circ}$ Conditions A where

$$
\lim _{n \rightarrow \infty} \gamma_{n}=0 \sum_{T}^{\text {Conditions }} M\left\{l_{n}\right\}<\infty
$$

$2^{\circ}$. For any $\delta>0$ there is such a set of the random prosess $y_{0}^{\prime} \ldots, y^{\prime \prime}, \ldots$ realizations whose probability is above $1-\delta$ and there are constants $A_{\delta}>0$ and $B_{\delta}>0$ such that on that stretch the inequalities

$$
\begin{equation*}
V_{n+1} \leqslant\left(1+A_{\delta} \gamma_{n}\right) V_{n}+B_{n} \gamma_{n}+\eta_{n} \tag{7}
\end{equation*}
$$

are valid where $\eta_{n}$ is a sequence of numbers such that $\sum_{n}^{\infty} \eta_{n}$ converge. Then at $n \rightarrow \infty$ the sequence of random quantities $V_{n}$ goes to zero almost certainly.

> 3. Conditions of convergence for the Robbins-Monro procedure of the stochastic approximation method

In this Section the results of the preceding Section
are used to find the convergence of the Robbins-Monro procedure. That procedure is known to be in constructing a sequence of vectors $y^{\prime}, \ldots, y^{\prime \prime}, \ldots \quad$ that would satisfy relation (1) and intended for a solution to a set of regression equations

$$
\begin{equation*}
M_{x}\left\{\Phi_{i}\left(x, y_{n} y_{2}, \ldots y_{m}\right)\right\}=0 \quad i:=1, \ldots, m \tag{9}
\end{equation*}
$$

where $x$ is a random quantity with a fixed but unknown probability distribution function $\gamma$ (which may depend on $y=\left(y_{1}, \ldots, y_{m}\right)$ ) and the symbol $M_{x}\{\ldots\}$ denotes mathematical expectation at each fixed vector $y=\left(y_{1}, \ldots, y_{m}\right)$, Now we have to find convergence, in some sense, of the random sequence $y^{\prime}, \ldots, y^{\prime \prime}, \ldots$ to the roots $y^{*}$ of equation set (9).

Theorems V to VII below generalize and complete the known results (see References in ${ }^{17}$ ) which establish the conditions for convergence. Theorem $V$ covers the results obtained by Blum ${ }^{2}$ and Gladyshev ${ }^{15}$ and extends them, in particular, to the case where there may be more than one solution to the regression equations.

Theorem VI also establishes the conditions for convergence of procedure (1 )in case where one cannot say for certain that there is just one solution to set of equations (9). The nature of this Theorem differs somewhat from that of Theorem $V$ and cannot be derived from it.

Theorem VII modifies conditions of Theorem $V$ for the case where the sequence $\gamma_{n}$ of eq. (1) does not satisfy Condition (ab).

Following Blum we will introduce a non-negative twice continuously differentiable function $U(y)$ and the functions

$$
\begin{aligned}
& V(y) \equiv-M_{x}\left\{\sum_{i}^{m} \frac{\partial U_{i}}{\partial y_{i}} \phi_{i}(x, y)\right\} \\
& W_{n}(y) \equiv M_{x}\left\{\max _{0 \leqslant \theta \in 1} \sum_{i, \infty 1}\left(\frac{\partial^{2} U\left(z_{1}, \ldots, z_{m}\right)}{\partial z_{i} \partial Z_{k}}\right)_{z=y+\theta \gamma_{n} \phi(x, y)} \phi_{k}(x, y) \phi_{i}(x, y)\right\}
\end{aligned}
$$

which are assumed existent. In all theorems of this section it is assumed that the following condition is met.

Condition B. $V(y) \geqslant 0$ and at any $U \geqslant 1$

$$
W_{n}(y) \leqslant a U(y)+b V(y)+c
$$

where $a, b, c$ are certain constants.
Note the main features in using the theorems of the preceding Section to prove Theorems VI to VIII. The role of Condition B in the Theorems of this Section is in that it guarantee that the random sequences

$$
u_{n} \equiv u\left(y^{n}\right), v_{n} \equiv v\left(y^{n}\right)
$$

by virtue of recurrent procedure (1) and relations (aa), (2b) satisfy Condition A of Section 1. For us to be able to use the Theorems of the preceding section their other conditions must be met. Besides, the fact that $U\left(y^{n}\right)$ (or $V\left(y^{n}\right)$ ) go to zero (established by the Theorems of the preceding Section) should guarantee that the random sequence $\overline{/}$ converges to the solution to set of equations (9). Other conditions of Theorems $V$ to VII serve exactly that purpose.

In order to formulate Theorem $V$ denote a set of solustions to set of equations (9) as $y^{*}$ and say that $y^{n}$ tends to $Y^{*}$ at $n \rightarrow \infty$ in terms of probability (almost certainly)
$y_{n}^{p} \rightarrow y^{*}\left(y_{n} \xrightarrow{a c c} y^{*}\right)$
if $\rho\left(y^{n}, y^{*}\right) \equiv \inf _{y \in y^{*}}\left|y^{n}-y\right|^{p} \rightarrow 0\left(\rho\left(y^{n}, y^{*}\right)^{@} 0\right)$

Theorem V. Let $y^{\mathbb{4}}, \ldots, y^{\boldsymbol{n}} \ldots$ be a random process described by relations (1) and (2a), (ib). Let then the function $U(y)$ meet the following conditions:
$1^{\circ}$. Condition B ;
$2^{\circ}$. For each sequence $y^{\prime}, \ldots, y_{1}^{n} \ldots$... where $\lim _{n \rightarrow \infty} U\left(y^{n}\right)=0$
taneously and $\lim ^{\prime} P\left(y^{2}, y^{*}\right)=0$; simultaneously and $\lim _{n \rightarrow \infty} P\left(y_{i}^{\prime \prime} y^{*}\right)=0$;
$3^{\circ}$. For each sequence $y^{\prime}, \ldots, y^{n}, \ldots$ simultaneously and $\lim _{n \rightarrow \infty} R\left(y^{n}\right)=0$. where $\lim _{n \rightarrow \infty} v\left(y^{n}\right)=0$ Then at $n \rightarrow \infty$ the random vectorytends to $y^{*}$ almost certainly

$$
y^{n} \underline{a} y^{*}
$$

If the function $U(y)$ is infinitely large, conditions $2^{\circ}$ and $3^{\circ}$ can be replaced by weaker conditions

2a: The function $U(y)$ can vanish only in the points from $Y^{*}$.
$3 a^{\circ}$. For each limited sequence where $\lim _{n \rightarrow \infty} V\left(y^{n}\right)=\theta$ simultaneously $\lim _{n \rightarrow \infty} U\left(y^{n}\right)=0$.

The proof of Theorem V is based on Theorems II and III of the preceding section.

Theorem VI. Let $y^{\prime}, \ldots, y_{3}^{\prime \prime}$. be a random process described by relations (1) and (2a),(2b). Let then the function meet the following conditions:
$1^{\circ}$. Condition B ;
$2^{\circ} . W(y)$ is an infinitely large function;
$3^{\circ}$. The function $V(y)$ is continuously -differentiable and can vanish only in the points from $y^{*}$;

$$
B_{n}(y) \equiv M_{x}\left\{\max _{0<0 \leqslant 1} \sum_{i=1}^{m_{m}}\left(\frac{\partial V\left(z_{i}, \ldots, z_{m}\right)}{\partial z_{i}}\right) \varnothing_{i}(x, y)\right\}
$$

is majored by the function $B(y)$ independent $\quad z=y_{n} \theta+\gamma_{n}(x y)$ and bounded in any bounded area where the variable $y=\left(y_{1}, \ldots, y m\right)$ can change. Then at $n \rightarrow \infty$ the random vector $y^{\prime \prime}$ tends to
$y^{*}$ in terms of probability:

$$
y^{n P} y^{*}
$$

The proof of Theorem VII is based on Theorem la of the preceding Section.

Theorem VII. Let $y^{\prime}, \ldots, y^{n}$ …be a random process described by relations $(1)$ and $(2 a),(2 b)$. Let then the function $U(y)$ meet the following conditions:
$1^{\circ}$. Condition B;
$2^{\circ}$. Condition $2^{\circ}$ of Theorem VI*;
30. $V(y) \geqslant A U(y)$ where $A>0$ is a certain constant. of probability

$$
y^{n} \xrightarrow{P} y^{*}
$$

Condition $3^{\circ}$ of Theorem VII is evidently substantially stronger than the condition of the same number for Theorem V. It is because that condition was strengthened that requirement ( 10 ) could be replaced by weaker (ac). In this case, however, convergence of the random process $y^{\prime}, \ldots, y^{\prime \prime}, \ldots$ is proved only in terms of probability rather then "almost certainly". The proof
of Theorer VII is based on Theorem II of the Preceding Section.

Despite the fact that Condition $3^{\circ}$ of Theorem VII is rigid enough there are quite a few applications where this Condition is met.As an example we can cite the Robbins-Monro procedure for finding the mean value of the random quantity $x$. In this case

$$
y^{n+1}=y^{n}+\gamma_{n}\left(x^{n}-y^{n}\right)
$$

and assuming that

$$
U(y)=V(y)=(y-M\{x\})^{2}
$$

Fe conclude from Theorem VII that $y^{n \rightarrow} M\{x\}$ if the sequence $\gamma_{n}$ satisfies requirements (2a), (2b).

Condition $3^{\circ}$ of Theorem VII is also met when the method of potential functions is used in some problems of training.

## REFERENCES

1. H. Robbins S.Monro, "A stochastic approximation method", Annals of Math.Stat., Vol. 22 (1951),pp. 400-407.
2. R. Blum, "Multidimensional stochastic approximation methods", Annals of Math.Stat.,Vol.25(1954), pp.737-744.
3. Aizerman M.A., Braverman E.M., Rozonoer L. I., "mheoretical foundation of potential functions method in pattern recognition", Automation and Remote Control, vol. 25, No.6, 1964.
4. Aizerman M.A.,Braverman E.M., Rozonoer L.I.,"Probability problem of pattern recognition learning and potential function method", Automation and Remote Control, vol.25, अ०. 9, 1964.
5. Aizerman M.A.,Braverman E.M., Rozonoer I.I., "Method of potential functions in the problem of restoration of functional convertet characteristic by means of points observed randomly"', Automation and Remote Control, vol.25, No.12, 1964.
6. Braverman E.M. , "On the potential functions method", Automation and Remote Control, vol. XXVI, No.12, 1965.
7. Braverman E.M., "The potential functions method in the problem of machine learning pattern recognition without teacher", Automation and Remote Control, No. 10 , 1966.
8. Tsypkin Ya.Z., "On restoration of characteristics of a functional generator by randomly observed points", Automation and Remote Control, XXVI, No. 11, 1965.
9. Tsypkin Ya.Z., "Adaptation, leaming and selflearning in automatic systems", Automation and Remote Control, No.1, 1966..
10. Aizerman M.A, Braverman E.M., Rozonoer L. I., "The Robbins-Monro process and the potential functions method", Automation and Remote Control, Vol.XXVI, No.11, 1965.
11. Kats I.Ya., Krasovsky N.N., "On stability of systems with random parameters", Problems of mathematics and mechanics, 1960, Vol.24, Issue 5.
12. Kushner H.J. "On the stability of stochastic dynamical system". Proc. of Nat.Acad. of Science, vol.53, No.1, 1965.
13. Kushner H.J."On the construction Liapunov functions", IEEE Trans. on Automatic Contril, vol. AC-10, No.4, October 1965.
14. A. Dvoretsky, "On stochastic approximation", Proc. of the 3rd Berkeley Symposium on mathematical statistics and probability, Vol.1, 1956.
15. Gladyshev E.G. "On stochastic approximation", Frobabilities theory and its application, vol. 10, No.2, 1965.
16. Litvakov B.M., "On convergence of recurrent algorithms for learning pattern recognition", Automation and Remote Control, No.1, 1968
17. Loginov N.V. "Methods of stochastic approximation" (survey), No.4, 1966.
 indices of the drilling process allows to consider the criterion of miniman cost of a boring-hole length unit to be an optimum one ta $2 g$ into account both technical and mechanical processes. The main disturbances resulting in the cost extreme drifts is the random changing of physical and mechanical properties of the rock under drilling. The simplest structure of the automatic control system is obtained by means of building of an open-loop adapting system with non-linear compensating coupling using the apriord process information. In the process of the control system operation the continuous estimation of physical and mechanicproperties of the rock is performed, depending on which the mom operation parameters ratio is set,thus providing the minimum drilling cost.

According to the analysis the control system dynamic properties depend on the physical and mechanical properties of the rock under boring, and are rather random.For example,some coefficients characterizing the automatic control system vary within the range of 40 to I60 fold. So the described control system is the system with tandom parameters. The dynamic properties of such a system can't be studied by common means.Special methods are suggested in this paper for analysing dynamic properties of the automatic control system. The method allows to statistically characterize the dynamic properties of the control system.Such dynamic indices of the system as stability, stability margin, limits of the transient response oscillations frequency etc. are defined by their probability.

In the report some data on industrial tests of drilling automatic control systems are also supplied.

# AUTOMATIC CONTROL SYSTEM <br> OPTIMILIZING TEE BORE - HOLE BORING PROCESS 

## G.S.Tchernorutsky, Professor <br> V.A.Tsygankov,Assistant Professor Chelyabinsk, USSR

Technical and economic indices of drilling shotholes at strip - mines are defined completely by the boring conditions parameter values. It is most expedient to assume the cost of a boring - hole length unit to be the criterion of optimum bor ing conditions, the boring - hole length unit reflecting both the technical and the economic sides of the process. In this case obviously the aim of the automatic control system is to provide the minimum cost of boring with random variations in physical and mechanical properties of the rocks bored

$$
S_{\min }=\min _{Y \in D} \phi(Y, C)
$$

where

$$
\phi(Y, C) \quad \text { cost function of the }
$$ borehole length unit;

$Y=\left(\mathscr{I}_{1}, \mathscr{L}_{2}, \ldots \mathscr{S}_{n}\right), \mathscr{C}_{i}$ - independent parameters of the boring conditions;

- the range of tolerable values of $Y$
- constants independent of the boring conditions.
Minimization of the function $S$ can be performed by the multi-channel extremal automatic control system, whose blockdiagram is shown in figure $I$. In boring process the cost of the bore-holo length unit is calculated by the current $5 / 1 \ldots \mathrm{~S} / \mathrm{n}$ parameter values. Under the action of disturbances $f_{1}\left(t^{t}\right) \ldots f_{m}(t)$, of which random change in physical and mechanical properties of the rock is the principle one, the cost extreme drifts at random. The controlling signals forming logical block performs the selection of the cost, extreme by setting through the appropriate automatic control systems of the optimum working conditions parameters ratio, providing the minimum
cost of boring in the rock encountered. In this case the limitations - $H_{i}$, put on the range of permissible parameters values $Y$ variations must be also taken into account.These Ifinitations are defined by the desining features of the drilling equipment or technological requirements.

For practical reasons it is expedient to control the basic parameters $/ / /, \ldots$. K alone, whose influence upon the cost is the most considerable.

The difficulties of technical realization of the minimum bore-hole length unit cost criterion are caused by the fact that the cost of boring can be calculated only after the boring has been completed, while the current boring conditions parameters must be calculated and set directly during the process itself in a manner allowing to obtain the minimum final cost of boring.

The above - mentioned circumstance. is caused by the fact that the immediate realization of the minimum cost of boring criterion implies the use of operative information about the current wear and tear of the boring tool, which can't be regarded as possible, since the devices capable of supplying such an information are nowadays not available.

Taking the above-mentioned into consideration it is expedient to in advance determine the optimum values of the working conditions parameters (by means of the minimum cost criterion) for different physical and mechanical properties of rocks.

The principle working - conditions parameters to achieve the minimum cost of boring are the following: end-thrust and rotational speed of the boring tool $M$ must depend ${ }^{I}$ on the hardness of the rock under boring $f$, as showm in fig.2.While making use of these dependences the simplest structure of the automatic boring process control system is obtained (see IIg.3). The mentioned automatic control system is an open-loop-adjusting system with non-linear compensating coupling with the principle disturbance ${ }^{2,3,4}$.

Obviously, the accuracy of obtaining the minimum cost of boring will depend on the trustworthiness of the apriori information used for tuning of functional generators and on the accuracy of estimation of physical and mechanical
properties of the rocir under boring.
The existing methods of defining physical and mechanical properties of rock are based on single laboratory sample tests and are not suitable for the automatic process control pur poses, continuous estimation just on the working boring machine being necessary.

To meet these requirements, the method of estimation of physical and mechanical properties of rock can be performed this way.

In fig. 4 are show generalized dependence of drilling rate $V$ in rocks of various hardness $f\left(f_{1}<f_{2}<f_{3}\right)$ on the magnitude of the end - trust $F$ and a characteristic of the hydraulic circuit of the tool feed.

Supposing the diagram has the outline of the curve I. Points of intersection of the schematic diagram with the curves $V=\mathscr{S}(P)$ characterize the boring conditions in rocks with definite physical and mechanical properties. Obviously various end-thrust and rates of power drilling will be set in rocks of various hardness. When hardness is $f$, the end-thrust is $F_{y_{1}}$ and the rate is $V_{y_{1}}$ when $f_{2}-F_{y_{2}} n$ $V_{y z}$ etc.

So the values of the end-thrust $F_{y}$ and the rate of power drilling $/ y$ determine the drillability of rocks and characterize physical and mechanical properties of rocks under boring. Both the end -thrust and the rate of drilling are integral characteristics of physical and mechanical properties of rocks and reflect such properties of rocks as hardness, brittleness and plasticity, liability to cracking etc.

The choice of the concrete index ( $F_{y}$ or $V_{y}$ ) in realization of the automatic control system by the boring process will be determined by additional considerations such as simplicity and reliability of the inder measurement, the kind of the characteristic of the feed system of the tool etc. By adequate adjusting characteristic of the system (for instance by choice of proper resistance in the hydranlic rig system and by adjusting the relief value) optimum end-thrusts are obtained as in fig. 2

The case when estimation of the rock properties is performed by the end-thrust the block - diagram is shown in
figure 5 . When physical and mechanical properties of the rock change there sets a new end-thrust $F_{y}$ measured and converted into an electrical signal $U_{F}$ by a pick - up device.The voltage $U_{f}$ which is the index of physical and mechanioal properties of the rock, is then supplied to the functional generator, which in its turn forms according to the programe the reference voltage $U_{3}$ of the automatic rotational speed. of the tool control system.

Thus, with each new rock encountered an optimum ratio of operating parameters will be attained correspondingly insofar as the end-thrust in various rocks will be optimum by virtue of adequate adjusting characteristic of the feed system of the tool, whereas the optimum rotational speed of the tool is set by means of the control system sensitive to physical and mechanical properties of the rocks under boring. In figure 6 are supplied the oscillograms, illustrating the operation of the automatic control system by power drilling in industry. At the commencement of boring as the surface layer of the rock is passed through the resistance of the rock increases while the end-thrust magnitude increases gradually from 3-4 up to I3 - I4 tons.The rotational speed of the boring tool decreases accordingly from I4Q - I45 r/p.m. to 65-70 r/p.m. (see figure 6a.). As the bore-hole becomes deeper the physical and mechanical properties of the rocks encountered are changing. The physical and mechanical properties of the rocks encountered are different at different stages of boring.Figure 6b illustrates the drilling process with the tool moving from the harder into the softer rock. In this case the end-thrust dec reases from I3 - I4 tons to 7 - 8 tons, while the rotational speed of the tool raises from $60-70 \mathrm{r} / \mathrm{p} . \mathrm{m}$. up to $120 \mathrm{r} / \mathrm{p} . \mathrm{m}$. The drilling process with random variations in physical and mechanical properties of the rocks is shown in figure 6c.

As it is seen, every time when the properties of rock change the adjustment of operation parameters occurs in ways providing the optimum drilling process.As mentioned above, the correspondence of operation parameters to the optimum ones is defined by the trustworthness of functional dependence $n=\varphi_{1}(f), F_{y}=\varphi_{2}(f)$ (fig.2) and the accuracy of their realization in the system.Application of the automatic control
system saves 5-8 thousand roubles per one rig. The drilling process control dynamic model designed for small values incren meats and corresponding to the block diagram of figure ${ }^{5}$ is shown in figure 7, wheres
$\Delta X$ - increment of the hydraulic feed system throttle plunger position;
$\Delta P_{H}$ - increment of the hydraulic feed system bottom hole pressure;
$\Delta Q_{g p}$ - increment of liquid supply through the hydraulic feed system throttle;
$\Delta F$ - increment of the hydraulic cylinder thrust;
$\left.\Delta F_{c} / \Delta v\right)^{\prime}$
increment of drillability of the rock owing to the change in the rate of drilling by the magnitude equal to $\Delta V$ ;
$\Delta F_{C}(\Delta M)$ - increment of the rock drillability owing to the change in the rotation speed of the tool by the magnitude equal equal to $\Delta M$;
$\Delta F_{C}$ - generalized rock drillability increment;
$A=$ square of the piston;
$V$ = volume of the liquid compressed;
$\beta$ - modulus of compression of the liquid;
$M$ - mass of the motion parts;
$K_{1}, K_{2}, K_{s}, K_{y T}, K_{T p}$ - coefficients characterizing the hyderaulic feed system; random coefficients, characterizing the change in the rock drillability depending on the adequate change in the drilling rate $V$ and the rota ion speed $n$ of the tool.
$\Lambda_{f}$ - end-thrust-sensing device transfer coefficient;
$\frac{T_{\phi \phi}}{1+\rho_{\phi \infty}}+$ transfer function of the filter; - transfer coefficient of the functional generator;
$W_{C C}(P)$ - transfer function of the automatic tool rotation speed control sysitera; Supposing that $\Delta X=O, \Delta P_{N}=0$, which is the same as the free system state. Let us analyse its dynamic properties by means of method ${ }^{6}$.The transfer function of the open - loop seli-adjust ing automatic control system (figure 8) is s

$$
W(P)=\frac{1}{K_{V}}\left\{K_{T p}+\rho m+\frac{A}{K_{3}+K_{y T}+\rho \frac{V}{B}}\left[1+\frac{K_{n} T_{\phi} T_{F} K_{\phi y} \phi_{C C}(P)}{\left(1+\rho T_{C}\right)\left(1+\rho T_{\phi}\right)}\right]\right)
$$

where $\phi_{C C}(P)=\frac{1}{K_{C K}+\frac{1}{W}(\rho)}=\frac{K_{C N}+Y_{C C}(P)}{N_{C N}}$ function of the conversion transfer function of the closed $\hat{K}_{2}, \hat{K}_{n}$ - random parameters within a wide range of dispersion ( 40 to I60 - Fold $^{5}$ ).
The characteristic equation of closed loop control system

$$
\begin{align*}
& \text { is: } F(\gamma)=\left(T_{T p}+m \gamma\right)\left(T_{3}+T_{y r}+\frac{V}{\beta} J\right)\left(1+T_{c} \gamma\right)\left(1+T_{\varphi} \gamma\right)\left[T_{c x}+K_{c c}(\partial)\right]+ \\
& +A^{2}\left(1+T_{c} \gamma\right)\left(1+T_{\phi} \gamma\right)\left[T_{C x}+V_{c c}(\eta)\right]+A^{2} \hat{K}_{n} R_{F} T_{\phi y y} T_{\phi \phi}+  \tag{I}\\
& +\hat{K}_{r}\left(T_{s}+N_{y T}+\frac{V}{B} \gamma\right)\left(1+T_{c} \gamma\right)\left(1+T_{\phi} \gamma\right)\left[\Gamma_{c x}+Y_{c c}(J)\right]=0 \text {, }
\end{align*}
$$

where $\gamma$-are the roots of the equation.
Let us show the D-decomposition in the system of axes of the parameters $\hat{K}_{n}$ and $\hat{N}_{n}$. The condition required for the Michaihov locus to pass through the null point of the coordinates is expressed as follows

$$
\begin{equation*}
F(j w)=a(w)+j b(w)+\hat{K}_{n} c+[d(w)+j e(w)] \hat{K}_{v}=0, \tag{2}
\end{equation*}
$$

where

$$
\begin{aligned}
& a(\omega)+j b(\omega)=\left[A^{2}+\left(K_{r p}+j \omega m\right)\left(N_{3}+k_{y T}+j \omega \frac{v}{B}\right) x\right. \\
& x\left(1+j \omega T_{c}\right)\left(1+j \omega T_{p}\right)\left[\Lambda_{C r}+Y_{c c}(j \omega)\right] ; \\
& \alpha(\omega)+j e(\omega)=\left(T_{3}+\pi_{y r}+j \omega \frac{v}{\beta}\right)\left(1+j \omega T_{c}\right)\left(1+j \omega T_{\phi}\right)\left[T_{c r}+Y_{c c}(j \omega)\right] ; \\
& c=A^{2} T_{\phi} K_{F} K_{\phi y} \text { : }
\end{aligned}
$$

The equation (2) cap n be divided into two ones:

$$
?(\omega)+\hat{K}_{n} C+d(\omega) \hat{N}_{n}=0, \quad b(\omega)+\hat{N}_{v} e(\omega)=0
$$

Considering them to be simultaneous equations, let us solve it to define $\hat{K}_{v}$ and $\hat{N}_{n}$. Then we gets

Let us now build the D-decomposition curves in accordance with the real coefficients values (ifgure9). After the density dis tribution ${ }^{s}$ of these parameters in the system of axes has been builit, the probable stability of the automatic control system can be defined

$$
\begin{equation*}
P\left[\hat{N}_{n}, \hat{N}_{V} \subset(R)\right]=\iint_{(R)} f\left(\hat{N}_{n}, \hat{N}_{V}\right) d N_{n} d N_{V}<1, \tag{3}
\end{equation*}
$$

where $(R)$ - the range of the control system stability eolith a given density of the probability of the drilling parameters, complete probability of the control system stability can be attained by means of the adequate correction of the system. Let us illustrate that the quality of the automatic drilling control system can be determined only with a certain probability.

The equation ( $I$ ) can be presented in such a forms

$$
\begin{align*}
& {\left[1+\gamma^{2} T_{m} T_{\beta} \alpha+\gamma\left(T_{m}+T_{\beta}\right) \alpha\right]\left(1+\gamma T_{c}\right)\left(1+\gamma T_{p}\right)+\angle \hat{K}_{n}+} \\
& +N \hat{K}_{\gamma}\left(1+\gamma T_{\beta}\right)\left(1+\gamma T_{c}\right)\left(1+\gamma T_{\phi}\right)=0 \tag{4}
\end{align*}
$$

where

$$
\begin{align*}
& T_{m}=\frac{m}{N_{T p}} ; T_{\beta}=\frac{V}{\beta N_{3}} ; N_{3}^{\prime}=N_{3}+N_{y T} ; d \frac{K_{T p} N_{3}^{\prime}}{A^{2}+N_{T p} N_{3}^{\prime}} \\
& \Lambda_{F}^{\prime}=K_{F} \Lambda_{\phi} \Lambda_{\phi y} ; L=\frac{A^{2} K_{F}^{\prime}}{\left(A^{2}+K_{T p} K_{3}^{\prime}\right) N_{C A}} ; N=\frac{T_{3}^{\prime}}{A^{2}+\Lambda_{T p} K_{3}^{\prime}} ; \tag{5}
\end{align*}
$$

Lat us consider the case when $T_{m}, T_{\beta} \ll T_{C}, T_{\infty}{ }^{3}$. The equation (4) can be with a certain proximity substituted by

$$
\begin{equation*}
\gamma^{2} T_{c} T_{\phi}+\gamma\left(T_{c}+T_{\phi}\right)+\hat{B}+1=0 \tag{6}
\end{equation*}
$$

where

$$
\hat{B}=\frac{L \hat{K}_{n}}{1+N \hat{K}_{v}}=\frac{L \sigma_{N_{n}} \hat{N}_{n_{*}}}{1+N \sigma_{N_{2}} \hat{N}_{V_{*}}} ; \hat{N}_{n_{*}}=\frac{\hat{N}_{n}}{\sigma_{N_{n}}} ; \hat{K}_{V_{*}}=\frac{\hat{K}_{V}}{\sigma_{N_{V}}}(7)
$$

The equation (6) gives the aproximate values of the main roots:

$$
\begin{equation*}
\gamma_{1,2} \cong-\frac{1}{2}\left(\frac{1}{T_{\phi}}+\frac{1}{T_{c}}\right)+\sqrt{\frac{1}{4}\left(\frac{1}{T_{\phi}}+\frac{1}{T_{c}}\right)^{2}-\frac{(1+\hat{B})}{T_{c} T_{\phi}}} \tag{8}
\end{equation*}
$$

The following condition for the vibration process is necessary

$$
\begin{equation*}
\hat{B}>\varphi\left(\frac{T_{c}}{T_{\phi}}\right)=\frac{1}{4}\left(\frac{T_{c}}{T_{\phi}}+\frac{T_{\phi}}{T_{c}}-2\right) \tag{9}
\end{equation*}
$$

After substituting for the (7) and (5) values the equation
(8) can be presented in such a form:

$$
\begin{equation*}
\hat{K}_{r_{*}}>K_{r_{0}}=\varphi\left(\frac{r_{c}}{T_{\infty}}\right)\left(q+h \hat{T}_{r_{*}}\right), \tag{IO}
\end{equation*}
$$

where dimensionless coefficients

$$
q=\left(1+\frac{K_{r p} K_{3}^{\prime}}{A^{2}}\right) \frac{K_{c k}}{R_{F}^{\prime} \sigma_{k n}}=\frac{1}{L \sigma_{k n}} ; h=\frac{\sigma_{K_{r}} K_{3}^{\prime} K_{C K}}{\sigma_{K_{n}} A^{2} K_{F}^{\prime}}=\frac{N \sigma_{N v}}{L \sigma_{n}} .
$$

Let us put the dependence (IO) on the random parameters
$\hat{N}_{\nu_{*}}$ and $\hat{N}_{n_{*}}$ distribution plane (fig.IO).Obviously, the probability of the oscillating process is determined in the following ways

$$
\begin{equation*}
P(\Omega>0)=P\left(\hat{N}_{n_{*}}>N_{n_{0}}\right)=\int_{-\infty}^{\infty} \int_{k_{n_{0}}} f\left(\hat{N}_{n_{*}} \hat{N}_{z_{*}}\right) d \hat{K}_{z_{*}} d \hat{N}_{n_{*}} \tag{II}
\end{equation*}
$$

To determine the probability of the oscillating process with the frequency exceeding $\Omega_{A}$ we can use the (8):

$$
\sqrt{\frac{1+\hat{B}}{T_{C} T_{\phi}}-\frac{1}{4}\left(\frac{1}{T_{C}}+\frac{1}{T_{C}}\right)^{2}}>\Omega_{A}
$$

which after the transformation can be presented in the following shapes

$$
\hat{B}>T_{C} T_{\phi} \Omega_{A}^{2}+\varphi\left(\frac{T_{C}}{T_{\phi}}\right)
$$

Taking the (5) and the (7) into account this equation can be presented in the following form:

$$
\hat{K}_{n_{*}}>K_{n_{1}}=\left[T_{c} T_{\phi} \Omega_{A}^{2}+\varphi\left(\frac{T_{c}}{T_{\phi}}\right)\right]\left(q+h T_{v_{*}}\right)
$$

The probability of the oscullating process with the frequency exceeding $\Omega_{A}$ can be like in ease described by (II) determined in the following way(figure IO)s

$$
P\left(\Omega>\Omega_{A}\right)=P\left(\hat{K}_{n_{*}}>K_{n_{1}}\right)=\int_{-\infty}^{\infty} \int_{N_{n_{1}}}^{\infty} f\left(\hat{K}_{2_{*}}, \hat{K}_{n_{*}}\right) d \hat{K}_{v_{*}} d \hat{K}_{n_{*}} .
$$

The damping coefficient jinan oscillating process depends on time constants $T_{c}$ and $T_{\phi 力}$ and does not depend on the random parameters $\hat{N}_{r}$ and $\hat{N}_{1 \prime}$

$$
\alpha_{0}=\frac{11}{27 T_{0}}+\frac{1}{2 T_{0}}
$$

In the non-oscillating process the main absolute value of the damping coefficient is:

$$
\alpha=\frac{1}{2}\left(\frac{1}{T_{\infty}}+\frac{1}{T_{c}}\right)^{2} \sqrt{\frac{1}{4}\left(\frac{1}{T_{D}}+\frac{1}{T_{c}}\right)^{2}-\frac{(1+\hat{B})}{T_{c} T_{\infty}}}
$$

Ifmiting this value by the maximum $\alpha>\alpha_{A}$ we obtains

$$
\begin{equation*}
\hat{B}>\psi\left(T_{c}, T_{\phi}, \alpha_{A}\right)=\left(T_{C}+T_{\phi}\right) \alpha_{A}-T_{0} T_{\phi} \alpha_{A}^{2}-1 \tag{I3}
\end{equation*}
$$

Substitating in（I3）the value $B$ obtained from the equation
（7）we shall have：

$$
\hat{1}_{n_{*}}>N_{H_{2}}=k\left(T_{c}, T_{\phi}, \alpha_{A}\right)\left(q+h \hat{K}_{\nu_{*}}\right)
$$

The probability of the non－oscillating process with the main damping coefficient less than the given value $\alpha_{A}$ can be like in case described by（II）determined in the follouing way（f1．g．IO）：


If the characteristic equation can＇t be expressed in the shape of a quadratic equation，the probability of a given property is determined by the dependence（ 3 ），where（ $R$ ）should be regarded as the range of the givea transiont performance．

## RETGBTEXCES

I．БУтКИН В．Д．О рацпйальном аначенки чисед оборотов н осевых нагрузок на долото при шарожешном буронищ на варъ－ ерах．Йвестия вузов，Горний зурнад，Т964，断 3.
2．Черноруцкй Г．C．，Дыгаяков B．A．，Сзбрия A．I．，Бучиии B．Д． пустройство для азтонатического управления буровноя станкаии＂．Авторское свцдегедьсево 胞 148367, СССР，IO мая I96Ir．
3．G．S．Tchernorutski，V．A．2sigancov，V．D．Butkin，A．P．Sibrin． Dispositif pour la comande automatique des somiesesrotatives：
Brevet Belge I 6796 I8，Bruxelles，le I5 avril．I966．
4．G．S．Chernorutsky，V．A．Tsygankov，V．D．Butkin，A．P．Sibrin．
＂Anoraing rör automatisk regiering av borrutrustningar $P$ Ior rotationsborming＂．Patent II 215968.
Sverige．Stockholm den 7 mars 1966.
5．पерноруцкии Г．C．，Дыганков B．A．Cтянож आарожечшого бурения как объект автоматического управления．Сборник „ 40 трудов Челябхн－ ского политехнического института，पелябинск， 1966.
6．पерноруцкий Г．С．Стохастический подход к аналиау динаиикй авто－ щаткческих систен．Известия ВУ Зов．Приборостроение，光 6，I965．


Fig.I. Block-diagram of the multichannel extremal automatic control system.



Jig. 3 Block-diagram of the self-adjuating control systam with compensation coupling.







$f\left(\hat{T}_{r_{z}} ; \hat{R}_{n}\right)$
Fig. IO Statistical analysis of dynamic properties of the system.

> 310. AN ASTVCHROAOUS MODEL OF FINITR AUTOMATA

E.A.Yacubytis, Doctor of Technical Sciences, Professor Riga, USSR

Let us call a system of equations correct if its realization can be an automaton free of all types of cxitical races. The code of stable internal states eliminating critical races of intermediate signals will be called correct as well. A system of equations describing the automaton, in which one cannot reduce the number of operations (such es disjunctions, conjunctions, negations) without making it incorrect, will be called non-redundant. Let us set a problem of finding all the non-redundant correct systems of equations ensuring maximun speed of automata operation using the automaton model described below. The optimum systems may be chosen from the obtained ones by introducing a choice criterion. The problem can be solved in the easiest way when the task is to minimize an automaton memory.

Let an automaton be represented by $k$ inert and $m$ primitive subautomata. The inert subautomaton $q$ consists (Fig.1) of a converter $\Pi_{q}$, containing logical elements, and a filter $\phi_{q}$, which filters pulses of the type $0 \rightarrow 1 \rightarrow 0$ and $1 \rightarrow 0 \rightarrow 1$, i.f their duration is less than $\tau_{q}(t)$. As it follows from Fig.I, the inert subautomaton $q$ has one feedback loop which contains the finite number of logical elements and the filter. The primitive subautomaton $v$ (Fig.2) consists of a converter $\Pi_{K+v}$ and a filter $\phi_{K+v}$, but unlike the inert one it has no feedback loop.

The inert subautomata $1, \ldots, k$, where $k$ is the number of feedback loops in the automaton (the number of 'memory elements ${ }^{\text {' }}$ ) generate the intermediate signals $X_{1}$, $\ldots, X_{K}$, and the primitive subautomata $k+1, \ldots$, $k+m$ produce output signals $Z_{1}, \ldots, Z_{m}$, where

- $m$ is the number of these signals. $A_{1}, \ldots, A_{n}$ are input signals, $t$ is the continuous time.

Let us assume that the subautomata converters are based on logical elements each (the $j$-th) having its internal delay $\tau_{j}(t)$ which is the random function of time with the following restrictions:

$$
\begin{equation*}
\tau_{3} \geqslant \tau_{j}(t) \geqslant 0, \tag{1}
\end{equation*}
$$

where $\tau_{3}$ is the given finite value. Any real filter $\phi_{i}$ does not only perform the necessary filtering of the given signal but also shifts it by $\tau_{i}(t)$. Decompose, therefore, each available filter (see. Fig. 1 and 2) into an ideal filter ( $M \phi_{i}$ ), which perforns filtering only, and the time delay unit $\tau_{i}(t)$.

Assume that the delay $\tau_{i}(t)$ is the random function of time with the following restrictions:

$$
\begin{equation*}
\tau_{\phi}>\tau_{j}(t)>\tau_{m n} \tag{2}
\end{equation*}
$$

where $\tau_{\phi}$ is the given finite value and $\tau_{n n}$ is the duration of the longest transient process occuring in the automaton.

According to what have been said above and basing on Figs. 1 and 2 an automaton model consisting of $k$ inert and
$m$ primitive subautomata may be represented as it is shown in Fig.3. As it follows from Figs. 1 and 2, the automaton illustrated in Fig. 3 has $k$ feedback loops because the functions of the type $Y_{a}(t)=f\left(Y_{a}(t), \ldots\right)$ called circles, are prohibited.

Assume that it is possible to measure simultaneously values of any number of intermediate signals during transition from one stable state into another, occuring in the model of automata considered.

The model shown in Fig. 4 can be used as well as that shown in Fig.3. In this case (Figs. 1 and 2) signals $Y_{1}(t)$, $\ldots, \ldots, Y_{K}(t)$ are not applied to the subautomata inputs. However, the number of non-redundant correct systems of equations describing the given transformation can be reduced considerably if the model of Fig. 4 is used instead of the one
shown in Fig. 3. There are precedents ${ }^{2}$ when the number of systems decreases as ruch as hundreds of times.

It is essentially to remember that any optimum criterion of an automaton design must include expenditures for its synthesis process. The availability or absence of the programs. and computers required, and what is above all, the time necessary for designing, effect the volume of the stated expenditure greatly. It is expedient, therefore, to have several ways requiring the different time for the automaton synthesis. Some of them are shown in Fig.5. They differ by the time necessary for the synthesis and, naturally, by the probability of obtaining the optimum resultis.

It is convenient to represent the conditions of operation of an automaton in the fom of the finite automata graphs described in the paper ${ }^{2}$. The finite automaton graph is an oriented one the vertices of which represent the stable total states and its arcs show transitions between these states. In this paper, therefore, by the notion "vertez" we shall mean a stable total state. To obtain the systems of equations describing the automaton it is expedient to represent a graph in a form of a finite automaton matrix, as it is done in the paper ${ }^{3}$. The relationship between the transition table and the finite automaton matrix is simple. The number written in the left-hand side of a cell in the row $\beta$ of the table gives the number of the matrix column the row $\beta$ of which has the entry "one". The column $\rho$ defines the input states and the column $r$ defines the output states at the vertices.

The finite automaton matrix is convenient because its column $q$ defines the values of the intermediate signal $X_{q}$ at all the vertices. Each matrix row gives the correct code of the corresponding stable state. For example, the row 1 of the matrix, shown in Table 1, has the entry 10000111, which codes the vertex 1 . The code given by the matrix is always redundant and its length may be reduced if it is needed.

The elimination of critical races in the finite automaton is carried out according to the rule of inertness: on intermediate signal $X_{q}$ is equal to "one" at the vertex $q$, at the preceding vertices and in all unstable total states oc-
curing during direct transitions to the vertex q . At the rest vertices and in the unstable total states the signal $X_{q}$ is equal to "zero".

Table 1

|  | 00 | 01 | 10 | 11 |
| :---: | :---: | :---: | :---: | :---: |
| 1 | $1-00$ | $6-11$ | $7-00$ | $8-01$ |
| 2 | $2-01$ | $5-00$ | $7-00$ | $8-01$ |
| 3 | $3-10$ | $6-11$ | $7-00$ | $8-01$ |
| 4 | $4-11$ | $6-11$ | $7-00$ | $8-01$ |
| 5 | $1-00$ | $5-00$ | $7-00$ | $8-01$ |
| 6 | $2-01$ | $6-11$ | $7-00$ | $3-01$ |
| 7 | $3-10$ | $5-00$ | $7-00$ | $8-01$ |
| 8 | $4-11$ | $5-00$ | $7-00$ | $8-01$ |

Transition table

| 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | $\rho$ | $\boldsymbol{\lambda}$ |  |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| 1 | 1 | 0 | 0 | 0 | 0 | 1 | 1 | 1 | 00 | 00 |
| 2 | 0 | 1 | 0 | 0 | 1 | 0 | 1 | 1 | 00 | 01 |
| 3 | 0 | 0 | 1 | 0 | 0 | 1 | 1 | 1 | 00 | 10 |
| 4 | 0 | 0 | 0 | 1 | 0 | 1 | 1 | 1 | 00 | 11 |
|  | 1 | 0 | 0 | 0 | 1 | 0 | 1 | 1 | 01 | 00 |
|  | 0 | 1 | 0 | 0 | 0 | 1 | 1 | 1 | 01 | 11 |
| 7 | 0 | 0 | 1 | 0 | 1 | 0 | 1 | 1 | 10 | 00 |
|  | 0 | 0 | 0 | 1 | 1 | 0 | 1 | 1 | 11 | 01 |

Finite automaton matrix

The correct code does not yet define the correct symterm. Therefore, taking into account the fact, that defining the correct code is not an end in itself, but only an intermediate stage of the automaton synthesis process, it is expedient to form the synthesis process so, that it can be possible to obtain the correct systems of equations avoiding the coding stage. The algorithms obtained in ${ }^{1,2,4-6}$ allows to find the non-redundant correct systems of equations without performing a coding stage.

Obtaining a system of equations directly from a finite automaton matrix is carried out on the basis of the paper ${ }^{2}$ according to the following functions (for simplification of the expression we neglect the time):

$$
\begin{align*}
& X_{Q}=V_{d \in M_{4}}^{V} R_{d} X_{d},  \tag{3}\\
& Z_{i}=V, R_{B \in N_{i}} X_{B}, \tag{4}
\end{align*}
$$

where $R_{d}$ is an elementary conjuction of the input signals $A_{1}, \ldots, A_{n}, \quad$ equal to "one" only with the input state $\rho_{d} ; R_{B}$ is the same only with the input state $\rho_{B}$; $X_{q}$ is an intermediate signal defined by the column $q$ of the matrix; $X_{B}$-is the same defined by the column 6 ;
$M_{q} \quad$ is a set of matrix rows (i.e. stable total states) in which the column $q$ contains "ones". $N_{\gamma}$ is a set of matrix rows in which the output signal $Z_{v}=1$. If the column
$e$ of the matrix contains no "zeroes", then $X_{e}=1 ; e=d$ or 6 .

Let us call the equations of the type ((3)) or ((4)) a special disjunctive normal form of the function. For example, basing on ((3)) and ((4)) we have from the matrix of Table 1 the following:

$$
\begin{align*}
& X_{1}=\bar{A}_{1} \bar{A}_{2} X_{1}+\bar{A}_{1} A_{2} X_{5}, \\
& X_{2}=\bar{A}_{1} \bar{A}_{2} X_{2}+\bar{A}_{1} A_{2} X_{6}, \\
& X_{3}=\bar{A}_{1} \bar{A}_{2} X_{3}+A_{1} \bar{A}_{2}, \\
& X_{4}=\bar{A}_{1} \bar{A}_{2} X_{4}+A_{1} A_{2}, \\
& X_{5}=\bar{A}_{1} \bar{A}_{2} X_{4}+\bar{A}_{1} A_{2} X_{5}+A_{1} \bar{A}_{2}+A_{1} A_{2},  \tag{5}\\
& X_{6}=\bar{A}_{1} \bar{A}_{2} X_{1}+\bar{A}_{1} \bar{A}_{2} X_{3}+\bar{A}_{1} \bar{A}_{2} X_{4}+\bar{A}_{1} A_{2} X_{6}, \\
& Z_{1}=\bar{A}_{1} \bar{A}_{2} X_{3}+\bar{A}_{1} \bar{A}_{2} X_{4}+\bar{A}_{1} A_{2} X_{6}, \\
& Z_{2}=\bar{A}_{1} \bar{A}_{2} X_{2}+\bar{A}_{1} \bar{A}_{2} X_{4}+\bar{A}_{1} A_{2} X_{5}+A_{1} A_{2} .
\end{align*}
$$

It must be noted that obtaining a non-redundant correct system of equations by the given method allows us at once basing on the finite automaton matrix, to obtain the relatively simple results which when using the systems of perfect disjunctive normal forms of equations are obtained as a result of the rather laborous process of minimizing these functions. The limiting complexity of the system obtained directly from the matrix is determined according to the paper ${ }^{7}$ by the expressions:

$$
\begin{gather*}
D=c+m, \quad K=\rho, \quad D=n, \quad \varphi=c+m, \\
B_{1}=n+2 m+p+2 c ; \tag{6}
\end{gather*}
$$

where $D, K, O, \Phi$ are the number of disjunctions, conjunctions, negations and filters, respectively; $B_{1}$ is the total number of operations ( the number of elements each having any number of inputs and indefinite loading capability); $C$ is the number of matrix columns (without columns $\rho$ and $\lambda$, each having at least one "zero"; $p$ is the total number of matrix rows.

The process of merging the columns of the submatrix $i$ is redused according to the work ${ }^{5}$ to their arbitrary coding
by $\alpha_{i}$ signals ${ }^{1)}$ :

$$
\begin{equation*}
\alpha_{i}=\log _{2} J d_{i} L \tag{7}
\end{equation*}
$$

Where $d_{i}$ is the number of the columns in the matrix $i$; $J d_{i} L \quad$ is the approximation of $d_{i}$ to the nearest larger number of the row $1,2,4,8, \ldots$. After the column merging the system of equations describing the automaton is defined according to ((3)) and ((4)).

For example, for the matrix, shown in Table l, coding is defined by Table 2. Formed by the columns $a, b$ and $c$ the column rows of this table may be filled in by any different numbers.


Table 2


From Table 2 it follows that the column $a$ must be formed by disjunctions of every row of the matrix columns 3 and 4 (Table 1); the column 6 must be formed by disjunctions of every row of the matrix columns 2 and 4 ; the column $C$ is the column 6. As a result of these transformations we obtain Table 3 from Table 1.
1)

The submatrix is called a set of matrix columns representing the vertices with equal $\rho$.

|  | $a$ | 8 | $c$ | $\rho$ | $\lambda$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 0 | 0 | 1 | 00 | 00 |
| 2 | 0 | 1 | 0 | $\infty$ | 01 |
| 3 | 1 | 0 | 1 | 00 | 10 |
| 4 | 1 | 1 | 1 | 00 | 11 |
| 5 | 0 | 0 | 0 | 01 | 00 |
| 6 | 0 | 1 | 1 | 01 | 11 |
| 7 | 1 | 0 | 0 | 10 | 00 |
| 8 | 1 | 1 | 0 | 11 | 01 |

According to ((3)) and ((4)) using Tables 1 and 3 we write down a system of equations obtained as a result of the column merging process:

$$
\begin{align*}
& X_{a}=\bar{A}_{1} \bar{A}_{2} x_{a} \bar{X}_{B}+\bar{A}_{1} \bar{A}_{2} x_{a} X_{B}+A_{1} \bar{A}_{2}+A_{1} A_{2}, \\
& X_{B}=\bar{A}_{1} \bar{A}_{2} \bar{X}_{a} X_{B}+A_{1} A_{2} X_{G} X_{b}+\bar{A}_{1} A_{2} X_{c}+A_{1} A_{2}, \\
& X_{c}=\bar{A}_{1} \bar{A}_{2} \bar{X}_{a} \bar{X}_{B}+\bar{A}_{1} \bar{A}_{2} x_{a} \bar{X}_{B}+A_{1} A_{2} X_{a} x_{B}+\bar{A}_{1} A_{2} x_{c} \text {, }  \tag{8}\\
& Z_{1}=\bar{A}_{1} \bar{A}_{2} X_{a} \bar{X}_{B}+\bar{A}_{1} \bar{A}_{2} X_{a} X_{B}+\bar{A}_{1} A_{2} X_{c}, \\
& Z_{2}=\bar{A}_{1} \bar{A}_{2} \bar{X}_{a} X_{B}+\bar{A}_{1} \bar{A}_{2} X_{a} X_{B}+\bar{A}_{1} A_{2} X_{c}+A_{1} A_{2} .
\end{align*}
$$

The maximum complexity of a system of equations obtained in such a way is defined according to the paper ${ }^{5}$ by the following equalities:

$$
\begin{align*}
& D=\sum_{i} \log _{2} J d_{i} L+m, \quad K=p, \\
& 0=n+\Sigma_{i} \log _{2} J d_{i} L, \quad \phi=\Sigma_{i} \log _{2} J d_{i} L+m, \\
& B_{2}=n+2 m+\rho+3 \sum_{i} \log _{2} J d_{i} L \tag{9}
\end{align*}
$$

The automaton in which the following unequality holds:

$$
\begin{equation*}
S>\frac{\Pi J d_{i} L}{2}, \tag{10}
\end{equation*}
$$

where $S$ is the number of stable internal states will be called limited. As it is shown in the paper ${ }^{5}$, in the limited automaton we have after the columns having been merged a system of equations ensuring the formation of the minimum memory. After that we cannot further decrease the automaton memory oy any other methods.

For the automata which are not limited memory minimization is carried out according to the paper ${ }^{4}$ during a "special minimization" stage. This stage is rather laborous. Therefore, it is expedient to use this method only if as a result of it an automaton gets essentially simplified. After special minimization the complexity of the automaton can be evaluated by the expression:

$$
\begin{equation*}
B_{3}=n+2 m+p+3 \log _{2} \frac{J S L-1+\log _{2} J S L}{2} \tag{11}
\end{equation*}
$$

If $B_{3}<B_{2}$, then the performance of this stage is reasonable.

The essence of the "special minimization" stage is that it is necessary to ensure differentiation of the vertices having the equal input states. According to this one can find using the finite automaton matrices the simplest elementary conjunctions which, taking into account restrictions being imposed by the races between the filters, ensure the stated differentiation. As a result, as it is shown in the paper ${ }^{8}$, all the non-redundant correct codes of the stable internal states are obtained ${ }^{1)}$. It is possible to select from these codes those having the mịnimum length.

1) A code is called non-redundant if none of its digits can be omitted.

Obtaining the simplest elementary conjunctions, representing the vertices, gives one the possibility (according to the paper ${ }^{1}$ ) of obtaining all the non-redundant correct systems of equations describing the automaton. Then we shall always have the following:

$$
\begin{equation*}
G_{4} \subseteq G_{3}, \tag{12}
\end{equation*}
$$

where $\quad G_{4}$ is a set of.systems obtained by using the simplified model, shown in Fig. $4, . G_{3}$ is the same cotained by using the general model in Fig. 3 .

As it is shown in the paper ${ }^{1}$, the synthesis process can be greaily speeded up by eliminating a part of variants of the non-redundant correct systems.

We may now summarize the results which refer not only to the model considered (Fig.3), but also to thè "classical" model of the finite automaton (the model in Fig. 4 in which all the logical elements are non-inert) which is being intensively investigated by different authors:

1. The application to the converter inputs the signals from the delay inputs as well as from the delay outputs may lead to a considerable increase of sets of correct systems of equations.
2. For the limited finite automaton any memory minimization except the column merging operation is senseless.
3. The logical transformation of the correct systems of equations does not necessarily lead to the correct system of equations.
4. Not all the correct systems of equations are obtained as a result of minimizing the system of perfect normal forms of functions.
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## 1. Statement of the problem

The rapid progress of computing and control technology of discrete devies (relays) has made synthesis of their structures into a most urgent problem of today.

The immediate problem we face is construction of an optimal, in a certain sense, structure that would implement the given operating conditions, the desired reliability and structural properties of the elements, of which the structure is to be built.

Modern relay structure synthesis problems have a certain feature that require revision of older approaches to synthesis and a substantial improvement of the existing relay structures and finite automata theory. These features are, in particular:
2) a considerable increase in structural complexity of the elements that make of relay devices: e.g. "micromodular" structures and "uniform networks"elements".
b) a considerable increase of velay devices capacities and complication of their operational conditions. Even now we have to synthetize relay devices with hundreds of inputs/outputs and internal states.

To date in structural synthesis those approaches have been especially developed and theoretically based that yield the form of structures in a normal (disjunctive or conjunctive) form which corresponds to realization of structures on elements of the types "AND", "OR", "NOT".

Those approaches are based chiefly on finding, from the tables of states which set the conditions for operation of relay devices, the somcalled "minimal terms", i.e. those "products of letters" (conjunction of variables) where no letter can be eliminated otherwise the table becomes inconsistent: a product is obtained which is contained in a state with one at the output and in a state with zero at the output. By a search of all possible subsets in the set of minimal terms, those are selected that ensure the so-called "irredundant realizations" ${ }^{\text {" }}$; also by search all those realizations are selected that satisfy the given minimization functional, e.g. those that have the minimal number of elements (let us usee the term "absolute minimal" realizations).

The search required increases very quickly. E. G., the maximal number of minterms is 32 for five variables, 4300 for ten variables, 759,488 for fifteen, etc. ${ }^{1}$ The number of operations required to find the minfmal irredundant realizations increases still quicker and to find the optimal structural realizations for more than twelve or fifteen variables is practically impossible even for digital computers. Realization of structures in factored form and with many outputs as so-called "connected" structures") is still more cumbersome. Attempts to develop methods where incomplete
*) Irredundancy here signifies that without obtaining an inconsistent realization one cannot a) feed 0 or 1 at the input of any element which has not received a constant before and b) no part of the structure can be eliminated by sending the signal from the output element of another part of the structure to the output of the entire structure or to the input of an eloment in another part.
**)
Connected structures or structures of "the connected tree" type are those that have connections between structures of separate outputs.
search would suffice have not made the synthesis less cumbersome to any substantial degree,

A possible technique to eliminate these difficulties is the so-called oriented search for optimal realization of structures whereby at each stage of synthesis by appropriate estimates a version is selected from among all possible versions that realizes a near-optimal structure. Only one path is selected in the "decision tree" which makes the computations less cumbersome. The more accurate are criteria for complexity of structure realization the closer the realizations is to the optimum.

In a general form the problem of a oriented search for optimal realization of structures can be formulated as follows.

Let operational conditions of a relay device with $n$ inputs and $k$ outputs be given as a set of state tables, generelly by partial functions, where the functions realized at each output $F_{i}(1 \leq i \leq k) \quad$ are given by sets of states $M_{1}^{i}=\left\{\alpha_{1}^{i}, \alpha_{2}^{i}, \ldots, \alpha_{m}^{i}\right\}$ on which the functions equal to 1 and $M_{0}^{i}=\left\{\beta_{1}^{i}, \beta_{2}^{i}, \ldots, \beta_{p}^{i}\right\}$ on which they are equal to 0 (the former will be called "truth" and the latter "false" states).

Let a set of elements $\phi=\left\{\rho_{1}, \rho_{2}, \ldots, \rho_{2}\right\}$ be also given. Structural properties of each of the elements $\mathscr{\rho}_{j}$, $(1 \leqslant j \leqslant t)$ are characterized by a completely determined state table of states with a subset of truth states $\Pi_{1}^{\alpha}=$


A relay device of these elements is to be constructed. It was to be near optimal in terms of the given optimality criterion, which might be the minimal number of elements, the minimal number of operating inputs, minimal overall "weight" of the structure if each element is estimated by a "weight" that differes from others, etc.

The Boolean function $\varphi\left(y=y_{2}, y_{q}\right)$ with $q$ ( $)$ realizable by a single element $\rho_{j}$ with $q\left(\rho_{i}\right)$ inputs and the variables $y_{1}, y_{2}, \ldots, y_{q}$ fed to the inputs will be termed "elementary" for a set of elemers that contain this element $\mathcal{J}_{i}$ Any Boolean function can evidently be recorded as a certain composition of elementary functions whose arguments can be
either other functions (including elementary functions)
or independent variables. Therefore realization of the system
$F(\pi, k)$ with a given set of elements is performed by . representing the Boolean functions which describe the operating conditions for separate outputs of the structure 2s compositions of element functions with respect to the given set of functions $F_{i}=\rho\left(\rho_{1}, f_{2}, \ldots, f_{j}, x_{j \mu, \ldots,}, x\right)$ and selection from among al. possible compositions such one that would ensure a nearmoptimal realization, Some of the elements which realize a relay device are output elements for the entire structure. Let us denote these as $f_{1 K}, f_{2 K}, \ldots, \rho_{k N}$
Generally the algorithm of an oriented search can be assumed to consist of the following operations.
a) selection such one function ( $F_{i}$ ) from among all such functions that are best in terms of most complete use of its parts for realization of all other output functions of the system $F(n, k)$.
b) selection from among all possible elements at the output of the realizable functions $F_{i}$ such one that would ensure the most optimal realization of the given function a
c) selection for this element of most optimal sequence for realization of the functions $f_{g}(1 \leqslant g \leqslant q)$ at its inputs and selection of functions $\mathcal{F g}$ such that would ensure a consistent,irredun dant and most optimal realization of the function $F i$

After selection of the functions $f g$ for an output element of the function $F_{i}$ realized first, the totality of these functions is considered as operational conditions for a certain multi-output relay structure and the operations are reiterated until the function $F_{i}$ has been realized completely,

Then the next function $f_{c}$ is realized; all outputs of the elements that comprise the structure already realized are assumed to be additional independent variables. In synthetizing other outputs of the structure these variables are considered together with the original independent
variables. Thus structures of the
counected tree tyne are obtained that in a number of cases ensure more optimal realizations.

## 2. Criteria for optimality of structures

As already stated, the optimality of a relay structure obtained through a oriented search depends largely on the nature and accuracy of the optimality criteria used. To obtain accurate criteris is a most complex problem in the theory of relay devices Research in this field is clearly insufficient. The papers published discuss chiefly the criteria for the numbers of elements and inputs for realization of structures in the normsl form. The criteria suggested are of asymptotic nature and in number of cases do not give the required orientation for the actual syrithesis problems.

One-output structures complexity was first estimated by Shannon. ${ }^{2}$ The asymptotic estimate obtained by him was improved by G.Povarov ${ }^{3}$ and 0.1 upanov ${ }^{4}$. The estimate suggested by Lupanov is of the form $\mathcal{L}(n) \sim \rho \frac{2^{n}}{n}$ where is the number of variables and $\rho$ is the factor which depend on the type of elements utilized and the type the structure. An asymptotic estimate was also suggested that is based on the balance between truth and false states

$$
\begin{equation*}
\mathcal{L}(k, n) \sim \rho \frac{\log _{2} C_{2 n}^{k}}{\log _{2} \log _{2} C_{2 n}^{2_{n}}} \tag{2}
\end{equation*}
$$

where $k$ is the number of truth states.
The above estimates are valid for completely determined functions. However, actual operating conditions especially for high numbers of variables arecharacterizing with incompletely determined state tables. Estimates of realization complexity for relay structures was studied for this case in the Institute of Automation and Telemechanics, (Technological Cybernetics). L.Sholomor ${ }^{5,6}$ suggested the criterion

$$
\begin{equation*}
y=N \log _{2} N-n, \log _{2} n,-n_{0} \log _{2} n_{0} \tag{3}
\end{equation*}
$$

where $n_{1}$ is the number of truth states, No is the number of false states and $N=n_{1}+n_{0}$. This eriterion estimates the number of inputs in elements "AND", "OR", "NOT"

With connectivity and branches taken into consideration the estimate is of the form

$$
\begin{equation*}
\mathcal{L}(f)=\rho \frac{y}{\log _{2} y} \tag{4}
\end{equation*}
$$

The change of estimates for $N$ and $N$ is shown in Fig.1. A statistical verification of the estimate on a digital computer has shown that this reflects the change in complexity correctly enough also with the number of variables not going to infinity (Fig.2). P. Parkhomenko suggested that the complexity of realization of an incompletely determined state table be estimated by the number of states $N$. L. Sholomov has shown that this estimate is true asymptotical1y. However, the statistical test has proved that with the increase of complerity in structure realization decreases the accuracy of the estimate (Fig. 2).

The criterion suggested by $V$.Kopylenko ${ }^{8}$ has is of a somewhat different nature. It is used to find the priorities in selection of variables fed to the inputs of elements and is of the form

$$
\begin{equation*}
\rho=\max \left\{\rho_{1}, \rho_{0}\right\} \tag{5}
\end{equation*}
$$

where

$$
\begin{equation*}
S_{1}=\frac{n_{i} n:}{n_{1}+m_{0}:} \tag{6}
\end{equation*}
$$

and

$$
\begin{equation*}
S_{0}=\frac{n_{i}^{0} n_{0}^{\prime}}{n_{i}^{0}+n_{0}^{\prime}} \tag{7}
\end{equation*}
$$

In these expressions $n_{i}^{\prime}, n_{!}^{0}$ are the numbers of truth states where the variable to be estimated takes the value one or zero respectively and $n_{0}, n_{0}^{0}$ is the number of false states where that variable also takes the values one or zero respectively. The values $S_{1}$ or $\delta_{0}$ describe the proximity of the function Fg to its realization by one letter (the criteria $S_{1}$ and $S_{0}$ are easily seen to have the highest possible value in this case). With constraints on the number
of inverse values of independent variables the variable ar selected in the order of highest values of $\mathcal{S}_{f}$.

It will be shown below that the oriented search requires estimation of realizing the multioutput structure as a whole. L. Sholomov has proved ${ }^{6}$ that this estimate is hard to calculate. A simpler estimate is valid for the particular case where incompletely determined states are the same for all outputs. It has the form

$$
\begin{equation*}
\mathcal{L}\left(F_{1} F_{k}\right)=N \log _{2} N-\sum_{i=1}^{q} e_{i} \log _{2} l_{i} \tag{8}
\end{equation*}
$$

where $f_{i}$ is the number of similar columns of the matrix whose rows are associated with the functions $F_{i}$ and the columns with the states that describe the functions; in the cells ones denote truth states and zeroes, false states. An estimate which is easy to calculate is also obtained in the case where in the given system of functions the truth and false states are disjoint: Then the estimate is of the form

$$
\begin{equation*}
\mathscr{Y}=\left(N_{1}+N_{0}\right) \log _{2}\left(N_{1}+N_{0}\right)-N_{1} \log _{2} N_{1}-N_{0} \log _{2} N_{0} \tag{9}
\end{equation*}
$$

where $N_{1}$ is the total number of truth states and $N_{0}$ the total number of false states.

In his paper L. Sholomov has also discussed the most optimail priority of functions realizations at the outputs of a multi-output structure. This problem has also been solved only for the particular case of similar don't care
states for all outputs of the structure. To find that priority a) the difference is found in the magnitude of the complexity estimate realization of the entire multioutput structure and its complexity when the matrix rows which correspond to the functions $F_{1}, F_{2}, \ldots, F_{k}$ are eliminated in turn. It has been shown asymptotically that the function whose elimination ensures the minimal difference should be the last to realized, b) the row which corresponds to this function is eliminated from the matrix completely and the procedure is repeated until the priority of realization has been found for all outputs of the struc-
tures without exception.
The above review shows that the existing research into estimates of complexity do not cover the need completely. Therefore in development of synthesis techniques especially in their programming on digital computers one has to resort to purely intuitive criteria whose practicality has to be found experimentally when the techniques are checked statistically

## 3. Methods of oriented search for optimal realizations

Development of methods of oriented search for optimal realization of structures can help meat various practical needs, namely
a) the constraints on the number of inputs to elements, on decay, on the factor of input branches, on the nature of interconnections, etc;
b) necessity to eliminate hazards in the circuits of element outputs;
c) the possibility of synthetizing structures with the desired reliability;
d) the
possibility
of
using the methods for synthesis with any kind of elements;
e) possibility of extending the technique to the case where the operational conditions of a relay device and the structural properties of elements are given instead, of a state table, in the "interval form" which is especially important for multi-output structures with a large number of input variables.

Two methods of oriented search for an optimal realization of structures are described below; they were developed by the writer in collaboration with V.M.Kopylenko. Before describing their essence $I$ would make a few notes on classification of elements that comprise relay devices.

Let a "characteristic number" of an element, $\left[\widetilde{C}_{\rho}\right]$ imply the minimal number of inputs which, when the same signals $\gamma(\gamma \in\{0,1\})$ are fed to them give the unique
output signal $\mathcal{E}(\varepsilon \in\{0,1\})$. Divide relay elements into classes first by the values of the characteristic number. We will. distinguish elements with $\left[\mathrm{C}_{\rho}\right]=1$ (e.g. elements "AND", "OR", $\eta$ and with $\left[\bar{c}_{\rho}\right]>1$ (e.g. majoxity elements). Further, we will distinguish elements with "symnetrical" inputs for which the output value does not change when input variables are permuted, i.e.

$$
f\left(f_{1}, f_{2}\right)=f\left(f_{2}, f_{1}\right)
$$

and with "nonsymmetrical" inputs for which this value changes. We will also distinguish elements with "ordered" inputs where the value $[\widetilde{[ }]]$ for ony totality of inputs is similer and with "unordered" inputs for which the value [ $[p]$ differ for different totalities of inputs.
A, The method of realization tables
Let us take an example to illustrate this method.
Let the table be given by Fig. 3a. Distinguish the so-called "compulsory" letters*) which are underlined in the table of Fig. 3a. Evidently some of the variables which do not contain the compulsory letters can be eliminate. Using the criteria of (5), (6), (7) we will eiiminate those variables successively starting with the variable which has the lowest value of the criterion chosen, i.e. that one which leads to the most complex realization of the function at the appropriate input of the output element. We will determine each time new compulsory letters that have appeared after the respective column of the state table has been eliminated.

[^2]We will do this untill all columns of the table contain the compulsory letters. The products of the compulsory letters. thus obtained will form two types of mihterms;
a) minimal terms of a kernel (see Ref ${ }^{8}$ ), if the products are not included in the opposite parts of the state table and b) if they are, then the so-called "incomplete" minterms which have to be made consistent, if reglization is to be consistent. Let us consider for simplicity the realization of the state table as shown in Fig.3a with elements "OR". After these operations the structure will be as shown in Fig. 4.

Let us construct a so-called "realization" table (Fig.5a) where the rows are associated with the minterm of a kernel and incomplete minterm and the columns are associated with truth (at the left) and false (at the right) states. The cells of the table contain crosses in each row where it intersect with columns whose states are realized by the given minimal term. The minterms of a kernel realize the state table consistently, therefore they contain crosses only in truth states. Incomplete minterme contain crosses both in truth and false states. For elements "AND" and "OR" with $\left[\tau_{\rho}=1\right] \quad$ it is sufficient to have just one cross in each column. The minterms of kernels should be present in any realization of the structure. Let us tick in the table of Fig.5a the states realized by them. The remaining states are realized by the incomplete minterms redundantly since there are several crosses in each corresponding column of the realization table. Therefore from their set we have to choose such a subset that would, firstly, realize all truth states irredundant and, secondly, select from among the total functions, such one that would ensure the simplest realization.

Let us present the totality of all total functions as one function incomplete minterms which are included into some irredundant subset of them. The number of truth states to be realized
by this function will be the same for sll subsets. Therefore to obtain the least complex total functions by the criterion of eq. (3) (see Fig.1) a subset of incomplete ininterims has to be chosen such that has crosses in a min. number of columns that correspond to the fasise table of states. The algorithm of this choice contains these operations: a) minimal term is chosen which contains the lowest number of crosses in the false part of the realization table, if there are several terms of the kind, then the one with the largest number of crosses in the truth, part; b) in the remaining rows in both the truth and false parts of the table crosses are elimineted in the columns which contain crosses in the row chosen; c) from among the remaining terms one that satisfies the condition a) is chosen again and these operations are iterated until only those rows remain in the table that contain only the oliminated crosses. This would be sufficient evidence that all states in the truth part of the table have been realized.

In this example the table will look as shown in Fig. 50 after all these operations have been completed. The optimal irredundant subset contains the minterms of the kernel $\bar{x}_{9} \bar{x}_{3}$ and $\bar{x}_{9} x_{7} x_{5}$ and incomplete minterms $\bar{x}_{5} \bar{x}_{3}$, $\bar{x}_{6}$ and $\bar{x}_{7} \quad$ From the same realization table, the state tables for total functions $f_{1}, f_{2}$ and $f_{3}$ are found. The truth states of the appropriate row with non-eliminated crosses are included as truth states while all states with both eliminated and non-eliminated crosses in thisrrow of the false part of the table are included as false states (see Figs 5c, 5d and 5e). These tables are realized by the same operations as the original state table.

This synthesis method is sufficiently simple and efficient for all elements with symmetrical inputs and $\left[\tau_{f}\right]=1^{*}$ )
*) Among those elements are "AND" "OR" "NOT", "NOR", "NAND" and, conditionally, "modulo-two sum" and."equivalency".
but is much more complex lon elenents with $[\tilde{C} \rho]>1\left(\right.$ see $\left.\operatorname{Ref}^{9}\right)$

## B. Transition tables method

In this mothod the oriezted search is performed in its form applicable for the common case of elements with
$[[\rho]>1$ with non-gymmetrical and unordered in-
puts. Let the operating conditions of the synthetized relay device be given by the state table of Fis 6 b with the set of truth states $M_{1}$ and the set of false states Mo while the structural properties of the element with which this device is to be realized are given by the state table of Fig 6a with the truth states set 71 and false states set 70

Form two functions;theffunction $h_{i}$ where $\Pi$, are truth and $\Pi_{0}$ - false states and the function $g_{i}$ where $\Pi_{0}$ are truth and $7_{1}$ - false states. The set of all minterms of the function $h_{i}$ dill be denoted as $H_{i}=\left\{v_{1}, v_{2}, \ldots, v_{e}\right)$ and called the "truth characteristic" of the element and the set of the minterms of the function $g_{\text {" }}^{i}$ will be denoted as $G_{i}=\left\{W_{1}, w_{2}, \ldots, W_{e}\right\}$ and called the "falsej characteristic" of the element. It is aasily shown that a consistont realization of the structure at the output of an element requires that for each input state of the device $\mathcal{L} \in M_{1}^{i}$ there be at least one minterm $V_{p} \in H^{i}$ and for each of the states $\beta \in M_{0}^{i} \quad$ at least one minterm $W_{f} \in G_{i}$

The chief operations included in the synthesis go in this order: a) the truth and false characteristics of the element are find; b) a so-called "transistional" table is constructed with the number of columns equal to the number of the element minterms and the number of rows equal to that in the state table of the realizable functions. At the left of the transitional table there is a table of the function state table, on top a table of minterms $H i$ and at the bottom a table of minimal terms $G i$ (Fig 6c); c) priorities are set for feeding the element inputs and finding the variables fed there; d) the transitional table colums are filled, the so-called "rigid" prescriptions are found and state tables for total functions are made

Initially, an element input is chosed with the least number of letters to realize it (which gives the greatest freedom of further operations) and included in the shortest minterms. This ensures the quickest realization of states. In the table of Fig.6c this input is denoted as $y=$. The variables fed to the inputs are chosen by criteria (6) and (7). The values of these, shown at bottom of the table of Fig. 6b. help to choose the variable $x_{4}$ by the criterion $S_{0}$ In verifying the basic state table we note those states that are realized iaconsistently by this variable ( digit 1 in states $3,9,0,8,12,14$ ) and which should thus be realized on other minterms.

The second input will be $y_{4}$ since it realizes the minterm $V_{2}$ completely. Because in $G_{i}$ this input realizes two letters in terms $W_{1}$ and $W_{2}$, in states 0,8 , 12, 14 the values of the variables fed to that input have to be rigidly prescribed: in other words a combination of those values should be valid completely for these states. That variable is $\bar{x}_{4}$; however when this is used, the term
$\sqrt{2}$ will not realize any of the states. Therefore the variable at the input $y_{4}$ is replaced by the function $f_{4}$ States $0,8,12,14$ that have rigid prescriptions must be the truth states while it is desirable to have states $2,4,6,10$ that can be realized by the term $\sqrt{2}$ as false. Realization of the function $f_{4}$ is shown in the table of Fig.6d. After the structure of the appropriate element has been obtained, the states realized by the term
$\sqrt{2}$ (circled fours) and the newly appearing rigid prescriptions (digits 4 in states $5,7,11$ ) are noted in the table of Fig.6c.

The realization process is over when all inputs of the element are have been filled and all states of $M_{1}^{i}$ and $M_{o}^{i}$ realized.
The above algorithm is sufficiently simple and can be used with any type of elements. Its modifications permit to obtain hazards-free structures and synthetize structures when these and structural properties of elements are given in the "interival form".
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An Approach to Automatization of the Finite Automata Synthesis D.B.Shishkov, Sofia, Bulgaria

The automatization of synthesis of finite automata by means of digital computers is difficult due to lack of coordination between input and output languages of known algorithms which are used to solve problems on separate stages of synthesis. These algorithms do not enable to apply optimizing input signals on each stage of synthesis, with the participation of the optimal solution to problem at large.

The object of the present work is an approach to automatization of the process of the optimal synthesis of finite automata. This approach employs a class of algorithms based on the language of structure functions of excitation and outputs [1] The algorithms presented here are of an analytical character, they enable to conduct a single optimalization line in the process of synthesis. They are applicable to a sufficiently wide class of finite automata /fully and partly definable, minimum and non-minimum automata of Moore, Mealy, Moore-Mealy types/ realizable on arbitrary functionally complete set-ups of members. The efficiency of these algorithms is comparable to or higher than that known in literature for other algorithms.

To assjre a general character of this investigation, we consider a model of a finite Mealy automaton defined on sets of internal states $A=\left(a_{6}, a_{1}, \ldots, a_{n-1}\right)$, where $a_{0}$ - initial state of the automaton, of input $X=\left(x_{0}, x_{1}, \ldots, x_{m-1}\right)$, $x=\{0,1\} / \quad$ and output signals $/ Y=\left(y_{0}, y_{1}, \ldots, y_{p-1}\right), y=\{0,1\} /$
, as well as, recurrence relations $a(t+1)=\delta[a(t), x(t)]$ and $y(t)=\lambda[a(t), x(t)]$. These last relations are determined on those sets and describe the functions of transitions and outputs of the automaton.

From the viewpoint of engineering practice, it is reasonable to interpret the automaton in the form of a block diagram composed of members of arbitrary types and complexity. This block diagram can be utilized to describe, in an abstract language, the conditions of performance of the automaton.

The following steps can be distinguished when passing from the block diagram to the language of structure functions of excitation and outputs.

1. Setting out the excitation functions $/ q_{i}^{\prime}=q_{i}^{\prime}\left(x_{0}, x_{1}, \ldots\right.$ $\ldots, x_{m-1}, Q_{1}, Q_{2}, \ldots, Q_{s}$ ) where $Q_{k}$ - output function of $k$ elementary automaton in the block diagram of the given automaton and $i=1,2, \ldots, S \geqslant] \log _{2} n[/ \quad$, and output functions $/ z_{j}=z_{j}\left(x_{0}, x_{1}, \ldots, x_{m-1}, Q_{1} Q_{2}, \ldots, Q_{j}\right)$ where $j=1,2, \ldots, y \geq] \log _{2} p[1$.

From
2. From excitation functions $q^{\dot{i}} / i=1,2, \ldots, s /$ follow the excitation functions $/ q_{i} /$ of time delay members by making use of the relations given in Table 1 where the minimalization of the relations obtained is not necessary.

Table 1

3. Passage to the structure functions of excitation $F_{k} / k=$ $=0,1, \ldots, n-1 /$ and of outputs $Y_{j} / j=0,1, \ldots, p /$ is performed on the foundation of the following formulae

$$
\begin{aligned}
& F_{k}=\left\langle\tilde{q}_{1} \cdot \tilde{q}_{2} \ldots \tilde{q}_{s}\right\rangle_{k} \\
& T_{j}=\left\langle\tilde{z}_{1} \cdot \tilde{z}_{2} \ldots \tilde{z}_{y}\right\rangle_{j}
\end{aligned}
$$

where $k=1,2, \ldots, 2^{5}$, and $j=1,2, \ldots, 2^{4}$,
In $/ 1 /$ and $/ 2 /$ we put $\left\langle\tilde{Q}_{1}, \tilde{Q}_{2} \ldots \tilde{Q}_{s}\right\rangle_{K}=M_{K}$
$\left\langle\tilde{x}_{0}, \tilde{x}_{1} \ldots, \tilde{x}_{m-1}\right\rangle_{j}=x_{j} / j=0,1, \ldots, 2-1 /$, where $M_{k}$ and $x_{j}$
are fundamental products corresponding to the automaton states and the structure input signal $X_{j}$.
4. Inaccessible /1.2/ states of the automaton are excluded by putting

$$
\begin{array}{ll}
M_{K}=0, & \text { if } \quad F_{K}=0 \text { and } \\
M_{K}=0 & \text { if } \quad F_{K}=F_{K}\left(x_{0}, x_{1}, \ldots, x_{2-1}, M_{k}\right)
\end{array}
$$

If the automaton is given in terms of a structure langur-
age, it is possible, with the help of Table 2, to obtain the sought structure functions of excitation and outputs by determining according to Berge, all transitions (full states $x_{j} M_{k}$ ) as those corresponding to diverging branches, converging branches and reflecting branches.

The initial data for the structure synthesis are the structure functions of excitation and outputs of the automaton and the methods for coding its states given in the form of sets of binary decompositions of the type $V_{i}=\left\{A_{0}^{i}, A_{1}^{i}\right\} / i=1,2, \cdots, S /$, where $A_{0}^{i}$ and $A_{A}^{i}$ correspond to not-intersecting sub-sets of states of the given automaton coded with states 0 and 1 of i-th elementary automation/i-th structure input and output/.

Canonical functions of excitation and outputs of the automation expressed in an canonical disjunctive normal form are obtained by means of relations corresponding to chosen types of elementary automata /see Table 2/. For this purpose, we substitute $M_{K}=\left\langle\tilde{Q}_{1} \cdot \tilde{Q}_{2} \ldots \tilde{Q}_{5}\right\rangle_{K}$ everywhere in the relations obtained, where $M_{k}$ is determined on the basis of the chosen variant of coding/or the set of binary decompositions of the automat on states $r_{1}, \sqrt{2}_{2}, \ldots, \sqrt{3}_{3} \%$

The extent of satisfying numerous requirements necessary for the automata being synthesised is determined by the choice of a proper set of binary decormositions $\sqrt{1}, \sqrt{2}, \ldots, \sqrt{3}$.

The essence of efficient coding consists in the following: by applying the method of the structure synthesis described above me construct a complete set of canonical functions

| Type of elementary aut omat on | Structural excitation <br> /output/ <br> function | Transitions /states/ included in structural excitation or output function | Excitation or output function | Remarks x / |
| :---: | :---: | :---: | :---: | :---: |
| Delay element | $F_{k}$ | Diverging /transient/ and reflecting /isolated/ | $\begin{aligned} & q_{i}=Y F_{K} \\ & K \in A_{i}^{j} \end{aligned}$ | - |
| Flip-flop with decomposed inputs | $F_{k}$ | Diverging <br> /transient/ <br> and reflec- <br> ting <br> /isoleted/ |  | All reflecting transitions should be marked out with undefined coefficient $g=0$ or 1 |
| Flip-flop with three inputs | $F_{K}$ | Diverging /transient/ and reflecting /isolated/ | $\begin{aligned} q_{0 i} & =\gamma F_{k} \\ k & \vDash A_{0}^{i} \\ q_{1 i} & =\gamma F_{k} \\ & k \notin A_{i}^{i} \end{aligned}$ | All transitions should be marked out with undefined coefificient $g=0$ or 1. Coefficients $q_{s i}$ or $q_{01}$ as well as $\mathrm{q}_{\mathrm{si}}$ |
|  | $F_{s k}$ | Diverging /transient/ and conver-ging/persistent/ | $\begin{aligned} q_{s i} & =\bar{D} f_{s x} \\ & k \in A_{i}^{i} \end{aligned}$ | and $q_{1 i}$ in the same implicsnt functions shoul be orthogonal |
| Flip-flop rith counteble input | $F_{s K}$ | Diverging <br> /transient/ and conver-gent/persistent/ | $\begin{gathered} q_{s i}=\boxed{2} F_{s x} \\ K \leftarrow A_{4}^{i} \end{gathered}$ |  |
| Flip-11op with doubled transitions | $F_{k}$ | Diverging /transient/ and converging /persis tent/ reflecting/isolated | $\begin{aligned} & q_{0 i} \frac{\varnothing}{k \in A_{0}^{i}} F_{k} \\ & k / q_{1 i}-\mathscr{D} F_{k} \\ & k \in A_{4}^{i} \end{aligned}$ | All reflecting and converging transitions should be marked out with undefined coefificient $g=0$ or 1 |
| Mealy | $Y_{i}$ | All transitions ere maf ked out with output signal $\mathbf{y}_{j}$ $\qquad$ | $\begin{aligned} -z_{i} & =V \psi_{j} \\ j & \in A_{1}^{2} \end{aligned}$ | - |
| Hoore | $\psi_{i}$ | All states ar marked out ri output signal | $\operatorname{ith}_{i}=V \Psi_{V_{i}}$ <br> $y_{j} \longrightarrow i \in A_{4}^{i}$ | - |

All undefined/conditional/transients of partly definable axtomata should be marked out with an undefined coefficient $=0$ or 1

$$
\begin{align*}
& q_{i}=q_{i}\left(x_{0}, x_{1}, \ldots, x_{m-1}, M_{0}, M_{1}, \ldots, M_{n-1}\right), i=1,2, \ldots, 2^{n-1}-1 \\
& y_{j}=y_{i}\left(x_{0}, x_{1}, \ldots, x_{m-1}, M_{0}, M_{1}, \ldots, M_{n-1}\right), j=1,2, \ldots, 2^{p-1}-1
\end{align*}
$$

on a fixed set of binary decompositions characterizing all
nonequivalent ways of coding the states of the automaton.
Using the relation

$$
{ }_{V \in A}^{n} M_{K \in A}=M_{l_{1}} v M_{L_{2}} v \ldots v M_{L_{h}}=\tilde{Q}_{j},
$$

where $\tilde{Q}_{j}=Q_{j} \quad$ if $\left(l_{1}, l_{2}, \ldots, l_{n}\right)=A_{i}^{j}, \quad \tilde{Q}_{j}=\tilde{Q}_{j}$
if $\left(l_{1}, l_{2}, \ldots, l_{n}\right)=A_{0}^{j}$ and $\tilde{Q}_{j}=1 \quad$ if $\left(l_{1}, l_{2}, \ldots, l_{n}\right)=A_{0}^{\dot{f}} \cup \Lambda_{1}^{\dot{j}}=A_{1}$,
these functions can be expressed in an absolutely minimal disjunctive form. Next, we choose such an efficient/from the viewpoint of engineering practice/ set of functions which involves the minimum number of implicit arguments. This is reduced to fulfilling the following relations

$$
\begin{align*}
& \sum_{i=1}^{s} b_{i}=B_{\min }, \\
& \prod_{i=1}^{s} r_{i}=0 \text { and } \\
& \sum_{i=1}^{s} C_{i}=C_{\text {min }}
\end{align*}
$$

where $b_{i}$ - number of necessary technical elements /in adopted units/ to realize isth function; $C_{i}$ - number of implicit argoments of isth function, $B$ and $C$ are certain positive antegers.

With efficient coding wihtout critical race, we introduce additionally a set of characteristic decompositions
$T_{k \text { min }}=T_{k \text { min }}\left[V_{k}, \delta\left(a_{1} x\right)\right]$.
equivalent to the functions being analyzed. These decompositions determine the requirement of compatibility of various functions to avoid critical races. A variant of efficient coding without critical races is chosen on the basis of the relations $/ 6 /$, $/ 7 /$, $8 /$ and $9 /$

$$
\tau_{k \min }=v_{1} \cdot v_{2} \ldots v_{k-1} \cdot v_{k+1} \ldots v_{s}
$$

The described methods of coding can be easily extended for combined coding internal, input and output states of fully and partly definable, minimal and non-minimal automata [4]. In last case, the coding process show the expediency of minimizing a number of states of the automaton from the viewpoint of simplicity of structure of its realization. This consists in the following procedure.

Taking into account the compatible states of an automaton means that dimension of the set of its internal states can be reduced to a certain quantity $h<\boldsymbol{\omega}$. Since the same codes can be assigned to compatible states, the condition of uniqueness of coding /see / ///for non-mininal automata can be expressed as

$$
\prod_{i=1}^{s} v_{i} \geq 0
$$

Thus, an arbitrary non-minimal automaton can be described by a set of functions consisting of $\left.S_{\text {min }}=\right] \log _{2} h[\leq S=] \log _{2} n[$ excitation functions and $q \geq] \log _{2} p[\quad$ of input functions. In order that the blocks of decomposition $/ 10 /$ include only compatible states, it is necessary and sufficient, that the chosen set of excitation and output functions depend only on input signals and arguments $Q_{1}, Q_{2}, \ldots, Q_{S}$.

Tith such a statement, the problem of minimizing the
number internal states is led to fincing a set of excitation and output functions for which $\left.S_{\text {min }}=\right] \log _{2} h[$, and the problem of obtaining an efficient system of non-minima automaton - to determining such a system which is realized in the most efficient way /where $S=S_{\text {min }}$ is not obligatory/.

The fundamental criteria for the optimum variant of coding can be supplemented with other requirements fast action and restictions imposed on the number of inputs of logical elements [5], minimum frequency of actuating secondary element, permissible loading on outputs of elementary automata, reliability and others.

The principal disadvantage of any given group of coding algorithms is their applicability to only a small class of automata. To synthesize optimally complex automata by means of these algorithms it is reasonable to employ the methods of aggregate decomposition of automaton into hierarchy and cascade structures [6].

To avoid the mentioned disadvantage of the above described coding algorithms, a method of optimal structure synthesis is employed. It consists in applying directly the structure functions of excitation and outputs as canonical functions. This method enables to satisfy simultaneously a greater number of requirements: absence of critical races, fast operation with using two-input coincidence logical elements, minimal number of inverters and economy.

Functions of excitation and outputs for a given method are expressed according to Table 2 and minimized by relations

$$
M_{k}=Q_{k},
$$

$$
x_{i \in J} V_{i}=x_{j} \underset{k \notin k}{ } \overline{M_{k}}
$$

where $\overline{V M}_{k}$ represents an orthogonal description of function $V M_{i}, K$ and $J^{K \in K}$ are not-intersecting sets of internal $i \in J$
states of automat on where $J U K=A . ~$

It is seen from /11/ and /12/ that this method enables to omit the necessity of solving the coding problem, structure and combinational synthesis in their classical meaning. This fact makes the method suitable for the optimal synthesis of automat of arbitrary complexity from elements $\cap \mathcal{P}$ an arbitrary functional complete technical system without applying the decomposition.

It should be noted finally that the advantages of the presented approach to the synthesis of finite automat is based, to a considerable extent, on using new structure language, that is, the language of structure functions of excitation and outputs. The algorithms of optimal synthesis of automat developed on the background of this language are characterized with following features:

1. These algorithms are of an active character /are applicable for the optimal synthesis of any types of automat of arbitrary complexity realized with arbitrary. functionally complete system of elements/
2. Their efficiency is comparable or higher than that of analogous known algoritions
3. They are suitable for employing in engineering practice
/the process of synthesis does not require to construct Iaborious coded arrays of transitions and output of the automaton and to take into account transitions of elementary automata, they enable to perform the process of synthesis with various requirements and the selection of variants on the coding stage is significantily shortened compared to the coding algorithms commonly used; these algorithms are sufficiently formalized.
4. These algorithms are especially suitable to autonatization of the synthesis by means of digital computers.

[^0]:    x/ At signals of varying amplitude (Fig.2) the output signals are presumed normed.

[^1]:    *) Tpat the Robbins-Monro procedure is akin to the procedures of the potential function gethod was first noted by Ya.z. Tsypkin . He has shown also that a procedure of the type of eq. (1) can be used in solving a broad class of problems in the machines adaptation and training theory. Common features in the proof of convergence by both procedures was noted in 10 .

[^2]:    .) A letter is termed compulsory, if the truth state where it is included has a "neighbouring" false state, i.e. that false state which differs from the truth state only in the value of that letter. If this letter is crossed-out the realization is made inconsistent; therefore it should be included into the minterm which realizes the given state.

