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МЕТОДИКА ПОСТРО~НИ~-I КОfПРОЛЬНО~ 

ДИАГНОСТИЧ~СКИХ ТЕСТОВ ДЛЯ УНИВЕРСАЛЬНЫХ 

ОДНОРОДНЫХ СТРУКТУР 

t · , .в . -рз нгишвили , В . В • .V гна тJ t::.Ыпо 

'·Iн c'l' гтут а:вт о •. 1е. т "·:ю· п ~е ·rеЕеха:·и-~1. 

/техниче с ~о ll кибсрнет~~~/ 

Мос ква , ССС~ 

Uднородные структуры пре;цс та:вляiVт но ::зы ::' к . rе. с с cxer-.1 , сос то­

ящих из однотипных элементов, сое~иненнL х г.!? >д.J c o6 o ~l одУ:rс...­

f~овым uб paЗO NI и программно нас тр - ива ем · ·х н , ~ 'ШОЛ I-iезие требу-

е мах (}ункций . В результате ИССJiедованиИ , пр.о :аеденных. в Инст JJ ­

туте автоматики и телемехаi:iики /технической 1\Иб · рнетю и/, а 

Tai\t.{e в ряде дру гих органИзаций :з СССР и за ру6е}.:о1: , у ста ; ~ов­

пено, что однородн ые настраива~мые ,у н.иве ~}сал:ьн'"iе структуры 

являются одним из наиболее эффективных и перспек·r:v.в ных средств 

реалиэ :~ции на интегральных с хемnх /особенно на больrшх интег­

ра;rьных ·с хемах - .БИС/ цифровых устро i1ств автоi1а тию1, теле­
механики и вычислительной ~е хники. Основными достоинствами 

о~нородн~х настраи ваемых микроэдектронных стр уктур и устро ~ст~ 

реаш ;эованных на их основе, явлшстсн: ушrnерсальностъ, гиб­

кость, экономичное ть, надежность и ;;::и .п учес тъ, в ысокая произ­

водительнос ть, технологичность изгото:вле ни я, в ысокиf·~ уровень 

стандартизации и низкая стоимость. 

В настоящей работе ыы хотим П?Iшз з ть, что рс г~{;iярностъ 

однородных стр J I\TY р прvшодит I\ существе нному у n рощению ыето­

до~ построения контрольных и диагности ч ес ких тзстов, а т t:t к;~{е 

l\ резкоЕу уызньшею-п. времени прове рни устро ·,~ ст JЗ , реали~уемых 

в этих структурах. 

l!редпол:J г ае т~ я, что схема шсбого :кuнечного автоыата, ре­

ализованного в одн ородной стр уктуре , фу~кционир JеТ исправ но, 

если испрэ.:зны те ( ующr:юнальные &дементы струкrrуры , нотuрые 

ЕСrю льа уil'ТС Я для ~ю .::; трvеШ'!.fi :... с.д :::нно;~ cxeru.н Тогда контроJlЬ 

iiCПp :::в1rr · · т~1 Е дr з г ности·:'-1 i:i e н c ;· р:: ш-1 ос 'l'И шобо r· ;ea J . ; эованноi; 

в uдно род. но ~: cтp_y:-~':l .. r.Je c:,_t .. : ~J C EOl!/i T c.. Л 1~ про ве р i~е Э Jеl·:Iе нто:в, 



Odp ·~ ::; y •• ~~~IX C~'p j.:T.; IJ :,i . 7зr · :.;;... !\ .. '; 'j l·l : J, ~ ;o I;;.jЫ!: ... v ЯЧе .. :·: , O,L,HO p ' НО , 

\J T и - . ~ур 1 ОД: О ТИШiЫ '.i Ш.:е. Т 01rr ·r·1· 'JIШ , CDH3 ! . :,:е .. ;Д, 7 С О u:' , ·то 

~с е ·..:- :~ · б оры из 1 о нтрольно r·o и дг·- гное ·:: : зсЕ ' ' ГО тсс _ · ... 2~:r u д .о­

JОдно c r: p.: г;; у р r в це лом юз : я ютс я со в оЕу ост я: rи т е с т- .r з.6 о ро :в · 
' .v T vC '..' ...: Оп .iО ·1 ·- ~ . J' "- IIOH · '" !:)!0. : , че :~ - 1 jэ Ie , e 'iT::. / · ' о· , C'l' ;rт · :о · . 

• - • •J • ..; .. • 

РЭ. 0' ·:,J ~ . · '.1.О О!:!Х 
JYH: . но ·а zъ н ;.~:: 

(/ в~; ~ О r Q~:!;: , П уИ':е J ПаМЯТЬ 

-i TO .. :О .. { е rг· J ~: T .D !IIJ ! ОЛЬ30В3 ·ra ' UГЬ ~ 

~ 1 3 06' '!8 ГО tПСЛа К . О ДОВ , р :в ~:о Т) 

}!:.~ ,;., r с nя m. , т . е . о · o.:.д ,_, v TB~:f:-.... тcr "' 
TiJ.}I · '; _ ·pы . Uс •r•аль· : :е К-р :В rодо 

.:с по ль з · · стс я: дл . по п:..1 ч J с.-г :l9- .:о ...) : ic:. cт no: .= : .: .:: з ·ю . 

. ' 

JJ.л я :эадn нr: о го (11.~9-) -пол· c·:!l <а - . ·-YJ "!·: ~;_: · r . ··.:ь. ~~ о эл(j:. з:, 'l' -~ 
·1'0' 'f''rn· - ' ·1 · · · о ПО Т ОО ТЬ ПО ! .,_, , ,Oi I ·е 213 ... .. " ., ... :-> · - п · ;·~ ~ .&. ,/ - ~j J. !' :..J ... J. .._ oL\...1 1 1 1. 1 . . . ... .i. ... • .... ~ "..о. - • - · • • 

/э 1 1 .. eh 'l\.-ipнь(i/ про · ер о --1,··, :: 'I'C C 'l' Лни/1 по --:те: -
. .-е· т =. . tусть .1: .пt :::а ль н ш:-: тес'!' Лmih ,о о - Е .... :з·•:: 1. '.~ с ст -

n ТеС ,. - II 60 рО:В : 

П~rпь ~t, ·t~ ... iii·· ih 1 1 
од , Q 1 одно~: •_,ui.""e ;.: C;i ; ч ае 

! 3 -::Т!:..ТС ;: Л 

:;:~:. __ · ·· ~~ по п ~ : ... r.: : ет ~ :/ 

. т on ., . ет Ч '-""' о ' · о -т С) ·1 ::-. ~з . . o ~ro ' jr• ·r -:F'l ! \. -1 J. U 4. • • • v ..;, . lJ r'·., L' ..... .. V ..J .. rJ. .J,...) • • • -' ~ • ~- .. 

~J ... ;::c':' (j_:.L :ь пе . е, · ,: че е .... . ч· ;: ~;у :а 't!t. ~ I ,е __ .. з r р з.:• . _·-.-:r..~=/, -~;: -
eTC R 2m.,+2ntz :8Л 1 1 ; .~ · :,( f- L'A до~ :: cm ~)~ r~: .. O :l:ic.: ·~r-~~ 

: о~ ·' , о~· ,- .• 1 . 

с ~с ль ·-~:; ··· ,_ : ,т о •. ' р -:i31~ 1 J , т - I· ... ) 

~ ' Н .~Т " GT l:~y! 'l' j_ •_J С ~· . .- ТС В 

.У~ oG '10 • ;:> с с ,, _ ,} . РЕ JJ·= '.:.- .: .,-;, I 11,1" -

Onri L~~.:·. -::;:."' ;·.ю -- Oi i.Op 0 7 Iui! Ci TD 1 C..' ] . :J .. :а ·: vO .й O:;r I~0,/~ 7 :i;(G -

miтu · ., - ~ •· · ·е··· т• а ··ь· ·.r ГI "'08 i -.:ltr'' ' r Х •. ·•. ' 0 .,... / ) ...., -:~- .; 71 ·' с пТ"' --r-- ·.· !.:С . -' .. .. ~ .. л. .1Jv 1. t r t~'\.. v ..... J u r;-11 .. .J "'· '- .. .:. 1.1 ~ .... . м ·· ... J.j . .... , ... ~-~-

ду с о ~о~~ 1·· '- РИ э e.,·e.n'l•a/, ч r.: v л !< O'rop~.r:·: f;J Б~.o f=9 . т ~: , 

~ J I .i. I~ ~- н·· -J~o · pe :-~:eш·ro ·~ i'1 J, 'C , 1 
pac c r.~C1'2PYBa ·.:. crr :- ~ • со :в о ~ ~ т·ос?ь !.:..; _:)G~·: " jf t i .!e . ~ т~ ~J:ъ~ :: '.\:·[uio:u • . 

э то ~~ J. ч: · :~ · рг нн, , ;·тгр :~ :.:~~ " ._. С1' j i j С 7.у ... !: Т .:Jп п;ю -
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тr.. о в/. 1 ре дnолаrаетс н , чтu в 1ход э лt: :. ентарного на нала Ft 
дан · о ~1 ячейi-ш гшля е т с н входоt. такого ~-~е ка нала. · Г.: сосед­
не i: ячей ки . 

ВвеJLем о п ре ;~е л е шя для тест- 1:: аб о ров , ri од::э. ваемьrх па с о ­
сед :ие Э Jt;.денты а и & ,с вя 2 Н Н!:.-!8 по i - J<.·Iy кnна пу. 

нусть на JЗXOД J:J э л .... ме 1Т а а пода i~ J с гн_ лы r~ "' Бt ",б,.) 
б~, .. 6:}а , соответствуi ... ''Ие те с т- н б о ру ft· из / I(. :::де сь 
б принш·~ает зн~\ч е :i·ие О !tiJ.iИ 1 ; Gt' - с 1 Г.Н iiЛ на t - i.I 

р-в.ходе /т. е . с ~·! гнал на входе i -го эпе.i1ент ;:э. р -1 ого · J\а нала/, 
. ,., 6;.,., - с и гнал ra (p+l)- r.'-. ~- правляющем / :t · acтpu ei.i. ' OM/ :аходе . 

l!..-C ~ - l"' эл ~ ые 11Т а и сп pane н , т о н э. выхu д·- ~ - - е го по я.в . я.·::тс я с и г­

ю.tЛ~_ (бiwA.,.,.-614~%-i ... 6-iн-х,р}а. Есш. ;:~ е t' - -'i; кан.ал э ле пе 1:та а 
не исправе н , или Eer с п р~ :вен ·jу·1к ц.Ju НЭ.j~ыгИ Щ!емеат (1 в цe-

Лui ·i , на t' -i·.: в :ходе е го пояВI тс я с1 · гшэ.л б ~нri . 
Бу;-~ еi.т нu з ы:вать тост- набоR (Gf, .. fit·, .. ffp'!ч ,., ff~tlf)l , пода-

· &е;.: :..·~" · . а э 1 ,.:. 1'11ент 8 , сошле стиыым: по i - I\IY .напрзв ;. е :ки.ю /ка- -
г~о.лу/ с 1 С Т-Н31 0 р ~м (~ .... Б/ .. , flf_:f ... 6':)(/l. . ' подавае ~!'.М 
·· -~ элс i.; е нт Cf , ес л и· зно.чс l-iие ~l'ич на {, . -м выz~оде исправ-

, о го э ле ·-~ та Cl с- о впадает со з н ёiЧе hиев с игнала I'J в:коде 

t' -гu :са :-: ·~ла э ~ "' не н та i в тест- ·:о.ооре /~1 ... if/ ... fh,~ ,,,б~")i 
(t t ('< ~1 у.) 

т . е . 6t«r/ =~· . uчешiдно , ч ·т- о при Ь'ik,e" -#-ь,· тс: с т-
, · uop (ь1."бt·, :.ffp~ ... б;)t · :вuuб · е ·.е мо : ет бы~ь при r. е не н ~{ 
':) ; с- · : ::.1 -'I' ' ' L? u .v 1. с:.; J о . 

! ус~ъ , пе:. П[J 1:е , н· з ; аент а 

ао ,. С1. л т ~ ' ~r , pr·c . 2 , г од · е т е 'l'C; C 

двупе. пр ВJ · енно i' uдпuрод­

- н " 6vр f~1~~)fl = OOI; 
rpy э тu ;. ·ш го 1 · онта ~JЬ.IO i.: ВЫ ):о де r·сп а.в t· ого элеме нта а 

ПJС ТЬ ПuПВЛНС ' .. : С Я c r ГН::tЛ ~~fX =U. - ТuГ)Щ а эде] ент { 
•. I u жe·r быть подан только тэr · о ::r т е с·r- наб о р , .. uтор .:..Iй ЯВJlЯется 

с о · не с тю/L>J:l с (6.,~б'j}q , т . е . и .. ei .. щr-! i ~ энuче ние с ~r гн - ла 
.,J./ {\ г " ' 
ь:з = · а го ризо нт а;lЬНО ! :в:хо дс; . ~C JIИE L. , .. дш·I нз тест- н.аоо-

ро в f,· и f яв :·l яе 1 С П сов1.rе стиыь и с ··_ ру ги . j , 'l'O эти два тест­
rа 0 -ра оу·· е .1 П: ЗL!В l'Ь J.33ё: . l , OC0 Br.i8 CT Ы.~ ~.J !: H . 

13 ЧаСТ -IO .. : Cji,YЧE\e с о · · е стп.л;е Т сm- на ·а р ·· ЕОГУТ СОВПа-

., ть , r:Q ;~ , . :· ·~ п , rше р , · (f/1 ~~3}q =(6t~f!з) е..= 001 , J;a 

r· л ..... CITCl: (] И С , С С' .~\Ш· 2: . О B8 !_} T i:E\a JШ , : IiC .2. 'l'aкo i-! ТеСТ-

, · бо р o:J) (;r: ;:L'-3-~! ::З Ь С "ИОС . :C C'J.' ~: ·:; i .• • 

' ~~с 1.-· 1, а и :. в u 'J: 
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под ':i ваемы( нu -;re .rен т ~ , сопоя;~:е нн ~:м по / -ну нг п р.=tвлению 
/ 3 НЭ.ЛJ/ С Tecm- 'i86 0 p OM (t:, ,.(i,',.,G'j;t' .. • G'~t.lr)~ , ПОдаваеt.Ш\! 
·. J Эlie :.1e HT ({, е с ли ИЗ'.IеНе т-_е знa·~e riИfi С,IГН Э. Ла 6'~"//НЗ 

~1иж с' 1 rг. i - t1 вь ~--оде эле~r~ н та Cl , из-за не не п рав 1юс т и 
. . ~~ _, 

!ТОС J:~i-(НеГ , 1 1РИВО :ЩТ •· ! : З f:е ~;ешш С~·I ГНаЛЭ. ь~,· /на 6'л~ .. / 
!-ia t - л вы ··оде э пе:Jrе н т а ! . 

Сг гп г 6'lz,· и. и ?~ / , соотве 'l' С'l'вующи!J испр · :вности и1ш 
ны СПР "!З:-rост r! элемента Q , • .ю ;:·е т б · rть пе ре Lан на нзруЖН~.;JЙ 

вы~ =од структу ры только в TOi1 с лучае, ecm1 к f\Э J~:дo r-.:y последу­

ю::.; ну эл,; ~еЕту по t' -~ry нап р :.ш .п:ению от элемента а при:менен 
те с т~Е абор, с о пряЕенныИ с тест-набором , поданным на предыду-

i.Ц IЙ элv :ент. 

Совокупаость тес т-наоо ров L-( ~ .. , 6"it) 'J(6~···ь~к"Jf,.( ~.,, .. ь'~.1t], 
r<а.:щ · ('; 1, з го торых явJшется сuпряженным .по t -му каналу с Г!реды­

дущю .. т ест-набором, а первый теq}·-набор - с последним, будем 

наз ыва ть пе риодом тест-набора. 

В частно r,I случае сопряженные тест-наборы могут совпадать; 

так:Iе тес•.г-наборы будем называть самосопряженными /период 

соде рк:и т один тес•r- набор, Z =I/. 
,... c Jiи ПGриод с одер кит два тест-набора 1 ?: =2/, то эти 

тест-наборы буде~ наз ~вать вэаи~осопряЕенными. 

С о г лас но свойс твам однородных структур, фующиональньiй 
::; л ~:; · . : ент всегда мо r.: но настроить так, что один и тот же _ выход­

~· оv сигнал (.ffttti появляе тоя не на uдно.м, а на нескольки~ 

в·rходах , с оответствующих различным каналам /свойство размно­

... еы,r::r в : Jходного с игнала ф у нкциональ ного эле мента/ ,т.е. обес-

пе ч у:ть 6~t· =б~/ · q 
11усть Нс. элемент fl , котор ,:!~I настроен т ак, что '~·:~.:;i' 

..L -· 1 ~,) пода н т ает-набор ti из /I/. ~ели к соседнеuу .. с ним по на-

арав;!ению ;· 1 элементу О _ приме не н тест-набор t ;-такой , 
что ~rзrJiенени~ значения сигнала 6'1.r~=~~L::: Gj~ _ /на вхо­
де 1 -г iес.1нала. элемента С 1 на бJ-1 : ь'-i = 6~_~ приво­
дит Е I : Э ~ .~ еiiению з начения в ыходно го с иг наJiа элемента С. 

(. - . t б&-ж . на ~~/, , то будем ГО :!) орить, что тест-набор ffВЛR-
._, тся1с опр я:.-.енным с ti на пере секаы;.щхся напр э.:в::ениях 1 t 

1 j. /_ . : ' о :>~;э. з зд : чу l\ОI·rтролн jобнару::~е ния ·:;а кта НЕаюправно-
с пl,,. *-} j э ·ii~ ~е ITO OТГEOOOYiriO L : C ·'O'Л\T~! DLI , . ,L~ OOHO ПрG,.:·,СТЗВ i ТЪ k ... v~. • ,......_ • ,-, -J. ,.., v • и 

одно. . :л.vi Ее с кuл:ь .i..:О не ко;.шенс v:ру-
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'ШК рове rжу tal:a 1 ОВ стр у:ктурLI Iia тест-:-на6орах и з .fi / с о,~ ю ­

вре ие ша ;·: подnче i: с unряr.:е::нн'"'.х тес ·1·-на6оров н -з. э·л c }.)8riT t-o , · а с­

пuло ~;~е n·:ые i.!e r. :д~7 п ро в е ряе . пни э ле не nт :s.ми 1~ на РJ•::шыш· :вь , одu.­

.л •• тuБООЛGе Y ' (OбJi ·ш·: с опрп..:.енны .. IИ Т8 С 'I·- нэ6 о раш; явля:ютс ~: . 
т е с т - на9оры , с оот.:зе тет в у нлцие выпоJIНеЕИ!·~ э леме нт з. ыlt:i с т ;у·ктs ­

ры соединит ~. ль н г l}.iункций . 

5ад·ча ди~ г нос тик r неvсправности зак лючаетс я тогда в о.­
р:де .~: -~ :-i zи не де ' •~ е чем дв ух I\u ор;;дина т неr·слр г· в ·i ого эле .1ег т е. 

л с ·- ;. L·тс я , т з ки:м образо }л , з: зsдаче контролп данного эле ­

:-.: е :· т ·:.:. ·. ::i д у , пе ре сс.'ю~ щихся направлениях / н: ан · :..xj. 
ё; ; .. ·.r.e ·ь : е те с т ..... ·raeio ров в п е риоде , т е }; .л е ~1_ьше вре t . эни 

/ •rагтов/ тр " б .J8 'l'CЯ для пр о е ~;КИ элеме нто в ст руктуры з дан-

ю .. : т -:; с т- ··ш6оре . Деi~ с тв ительно , если да ~ньд тес т- наб ор явшi­

етс. са: : ОС ОП рR .,:е 1 НЫМ , ТО l r НеМ IIOГJT б :: ТЪ , ОДНОВременно / за 

одл: Тu.Е т/ п1 оверс :L. вс е элеме 1 ты u т первого до кра ~{ него /Jfl~. ~e -

:~,~t l'O ·:.: нс i' i - !) внход/ по t' -му нап равле нию. Напри.лер, 
,1iJ f. стр :п~_ту р ... рпс . I , за один тш·:т l, .. огут б'"ТЬ про ве рены кана-

.: .: с е .· элыrе · r т un пе r :з о n СТ '!ОП. , не завис имо от их числа . 

~c ~!t: :.;; то : .. J :::е д нн_ .. t'i те с т-наб ор э ш;ме нта стрs:ктуры являетс я 

::;ыосо : .. ' С Ты. ъ·1' и п о д у г им ка11ала ., , то з а. один такт 1 •• огут 
. . 

-·:...: ь г ро не _::-.е ь I!:::; e t -е · ;:шы.JI LI всех элементо в C'.rp JKTJ pы • 

...: J::i да · ·нL· ~; тес'i'- ·: э.бор t,· из / 1/, яв ляетс я взаимосопря­
... .; , ·1::;.: 1 о i - ;.1· ·:а !) у 1 с ,п,ру г. }: 'l'e c т- набором t из 1 1, 
'l'O i -е · · ~ · а: !.:; по\о ~инь· /с точаос тью до больше го цело го/ э ле -
. · 1 ТОЬ .:"' д i j' ~rG.E '.:. . po.!.Je ЯIСТС я на дан но г те ст-набuре ft' 
а _ u; о .. . а - на в зо.шv: о соПlJН"~еннт.,: с НИ1\' т е с т-наборе t , а 

с: д-' щы.! т с. · ~~r э - J, ! обо рот. ~C .l}I . : : е те ст-набор t , взаиr.ю- · 
сопt.я:::с н н ./1. с дэ.ншл.л , не вхоДит в минимальн ,JИ т ест /I/, т о 

п. :за " -~а / - },.. = а ; алоn 1·· данно ~: тест- н .... боре осу 1 ествляется 
Зь. два :l ~ О Ч1 .,. 'TGK ""a . 

Tar~: · · .: ,(.) р зо .. : , в ре r,ш проr;е рюr; элеме нто :в стру н туры на . .r~ ­
.i '1 ::а ~.ъно ... J е-с '.:.'е /I / ;:;:}lЗ Z·ю vzт от чис л з тест- наuо'ро в в п ериоде , 

/ . 
а :::дого и з те с т- наб оров э л ·· мент::з.рного т.; ст а 

• 
·~ г· с т- rт:jб о а tt' и · /I/ сопря :;:енн ·rе по/ -ыу 
, .. :.. r: з - А Г . : е ле~,. · u,ю ~ о бр:-- з о· .. ;: а/ Е т ' ·· Г-l -

. ·· · ·· rt . /·"' ::;,. -.~ ля ,: - го в ~: ~-=од я:че !i .-J / .1r. :: .J .. r ... , ... J • • ri .L ._.,. 
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в формулъl-lое выра:"' ение е::ункщш f,· nодстаБляем эначени.я 
/ ';, ... ~t' • ..t:)= li , и опре~еляеu (./lla/ ~ fi· ; _nри~··~· 

.:: е.ё:;::..::~ r:ес'J.'-набор ЯВ Ji.Ястся самосовместш.нш; 6/ ес1.и тест­

:~ зоо р t/ яniне тся сам.осо:вместиШа.t, то про :в~рЯЬJТ, является 
ли он саыосоnря~енн~ u~ подставnя~т в таблицу истинности или . 

з . : ".р:Jуль но ·выр~·:ени~ Ft.· значения (,.,,_ ?,·, .. "с") ; если 
при э то ;.: .:; :.;eeu '~{ , то данный тест-Еабор яз ;~ яется caмo-
coп~Гi i.:eiiH::.!u ; в/ если данный 'l·ест-на6ор не юзлпется само-

с опрr: :::.:нн:. ::1 / ':IO / - uy Ita HaЛ;j/, ТО !-IE· ТаuЛI·fЦЫ V.СТ1ПНОСТИ h" 
з :r "3EiJC:~T r : о!.;~ !!Н~ЩZ'Ш в:хuдz·ш:·. сигналов ( (,, .. (/ ... ";}' , · 
(,., ... r//, .. ~")", ••• , дл~ кuторых ~/:i/'s~~~. Эти h"'Uб~~-

- · •JI .JII 
n..!l.:.EИ с оотзе .с тп у r.:. т т ает-насюрам l;J ~J···· совме.стиыым с дзн-

. 1 . ~ 

н :..:ы тзс'l·- :шбором it' ; г/ иэ тес т-Еаuоров t J i Jи' выбираем 
т а к:::; тес т-наборы ( (.,, ... ,,-, .• ~ctJ '= t; (' ~· 6 t', •• (/ :). ~ f;" ... · , для 
;-:о тср:.Iх '~/-= ~~/=E~i. тогда данный тест-набор l/ явля-

. J"1"' 
е те н в::: а ;: I:.юсоnl~е стиu~м с тсст-наборами l: J. т J ," ; д/ иэ 

~'e C':- na6 o ров t: r;,., ВЫбираеы ВЭаИIJОСОПряЕеннЬlе С ,7.JДНН'~ 
те с·.г- пабо ~о 1,; tt' , для чего no аналогии с nуР.ктом '/6/ nuд­
... т~вл:=rеi~ r: та елицу ис 'тиннuсти или в форt.~Jтлъное выражение 

f;· з .о 1-Ie rШЯ (' ., •• lt· ... 6:) ~ f'r- ~/ ... ( i) ltl и (~; , •• l/ , .. 6:) 
-~~ ~", - - -. -,., -: ~ о соот Ее тст зует Gt" ;= ь r=(~,· и 6,o::.~.~Pt/'1:'(1Ple; если пр~ 

это .. : э нз че rше .f/ из:tlеня~ rz-ся на .. nроти:вополоЕное /т.е. v.ыe­
cr.r ~к, .. J l~ / · :и ? ~/, соответстЕенно/, то соот:nет­
стЕу!..JЩИ /i тест-i:!абор яrзляе~·ся взаш.юсопря~енн~м с t/ ; е/ ес­
ли не о6нJ ру~ено ни одного тест- набора, вэаимосоnряженного 

. ·' -' 1 t ~ - ..1 • 
с .~ :_. н.i :::; .. t , то Ii Э тес т-- Еаооров r .) J"· ,совместимых~ с r, , 
зь.u .r рае !.~ сопря;r .. е нный · е дaiHi i:.IM · т ест-набор t"'~ (j, ... (с·, .. t/)'''', 

,/ ,", . ..1 1(111 
ДЛЯ i\UTO ;юго ь~-# Ь,:' ; далее tШХОДИL: ТG С Т- Набор l : 

::~('"~/, .• (1!~ 11111 
, . сопрялtе ню:J~i с тест-наборон tКII , для 

~ о то ро rо ь'~, ::(с' ; если такоrю·го не обн~lРУ ~':ено, то . по-
~·!СЕ . рО 7{ол·.:а ет'ся среди тсст-наб оров Т!·: п а ( 11111 

, и так до · 
т е )~ поо , по ::а не б~~~ с·r оnо:;делен тест-.:абор, с.опря~~енныn с 

пред::.д;п~·:i :rр.ля хотu рого 6};:..- = ,,. , ~.е. пока не будет наЕ­
; е н е t) :-: од с-опря :;:е нн ;;_;.: т е с т-наборов. На пр а.ктике, для ячееi' 
.: .... ~ eC T 'i:_: :: одr о родных структур, пе риод тест-наборов состоит · 

; . с :5o i= e=- ч.<:>~" r-' ~ 'fl peY. •r .::> с т - наб о оо-в 

д~я ~ 'l' ;~ , ·· ~ т~бы .. I\;D~T i~IO;iЫi:;i l-~ т~ ст-наuор fe' был бы одно-
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време но и диа гно · тичесirnм, необходимо отыскать тест-набоn 

t , сопрн:-: :енныt' с дан ным на 1саком-пибо направ llе ни~ , пере~ е­
I .аiищемс я с i -м на nрав лени ев ; одновременно с подJче 'i данно rо 
тес т-набора t i на э л ементы , .с вязанные t' -м ~ка нало·.r, , вы6 ран­
ныii сопрю~енн :..rИ тест1на6ор t подается на соседние эл~мент~ .• 
Например, с це;..iъю обна руже ния обеих координат не испре:1В:-: о го 

э л~мента 1-И строки, рис.!, про не ря~щие тест-наборы из /1/ 
подзктся на элемент~ 1-И стрuки 1 обеспеч и~ая передачу с иг­
нала ис правности или неисправности этих элементов на нару:.:­

ный в r..rход канала I/, а на элеме нты 2-й стро1ш , а тшс.: е не. 

элемент~ всех дру гих строк подаются тест-наборы, сопря~ен­

ные с . дэ.нньir:л т е ст·-на6о р011 по 1~аналу 2, обеспечi~:вая пере де 
чу с и гнала неисправности отн:азавшеr·о элемен~а 1 -й ст ро 1~ 

на вертикальные выходы элементов нижне й ст~оiи . 
uчевидно, что наиболее эwфект:ивными кон.троль но-циЕ ::но­

стичесю·IМИ тест-наборами являются тест-наборы, -самосоr ря:~:еи­

нЕ:е на двух пересекающихся К :~ ы1лах /направлениях/; на uд­

ном таком тест-наборе могут быть одновременно /за оди r такт/ 

проnе ре ны сооr;r.в е тствующие каналы всех элемент оБ стр ·уктуры , 

что позnоляе·т обнару:t:си ть не тuлъко факт неисправности стру r\­

т уры , но и коо рдинаты неисправного элеме нта. 

Сказанное выше vбу с лов~пnает с ледующи~ алгоритн пост­

рое ния r~онт рольно-диагностических тестuв для однородноЕ 

структуры /способ I/: 
I. llo JJe тодИ I{е 213 определяе тся множество мv.нима ль шп: 

уонт рольных тестов дл.я .• аналов ·функционального эле~.1ента 

стру~\ т .; ры . 1 ля IШ ;!:дого те с т-наб ора минима?rьноrо теста со­

с тавляе м нинима льныi-' пе риод сопрюz{енных тес т- наборов, В I\;;!:J­

чаюций данный тест-набор. 

2. И э r. · но ж;:; с тв а ми L Иtiа льных нантрольных тестов элемен­

т з cтp; I T J P~ выби раетс я элеме ьта рны~ тест, содержащий наи­

б о льшее кош~чес тв о т е с т- r · а б о ро в , самосопряженнЫх на двух 

п~ ре с е ка юпи.~vя r:a_raлax jнапре1влениях/. Ко i-! T ро ль и диагнос­

т r~ =:а неиспраJJhuс т еН с т pJ,."T J PЫ выпv~няе '?с я при подаче ·ю::до­

rо из т ких тс ст-~а6оров од. овременно 1 за uди н такт/ для 

се · ..., Jl:.: Hefiтuв с ~ у· ·т :: р~ . 

с . Для r·а r.:до го Т ,; С Т- Еа ' upa ti /Б i:JC 3ННОГ О ПО n.2 ЭJе-
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~е· тарного теста/, с амо сопряженног о лишь ~ u одно ~у l -му 

; а н~лу , определяем тес'l~ -н абор t , с опря;::::::нный с д ·.J.н ныЕ а 

· :·ш .,J."-Ш.du ·iа пр в~ е нии j, , пе ре се?:а ~h!.е .юя с i - !'.! :: :~пр..::: :але ­
нием . Jыд;..лпе ':'ся группа (.; -х r~аналов элементuв , : ,о тuрне 

: а с траиваютс н ТШi , чт о бifкt'=~Ш-r.j /напрю ... ер , :в структуре 
на рис . 1 выде ляе тс я одна с тро ка эшэме нтов, которые с вязаны 

·каrР лами . I и нас тро ен,_.r тз.к, чтu 6~ -1 =б ~2 -1. На вн-
е eHHJI грJппу . эл&ментов подаетс я те с т-наб о р ii , саuо­
опря );{еiiньР·i п о t -му ка.Iалу , а на :в с е ос та льные элеые нты 

с т ру.- ~уры подd\;Тся тес'I:- наборы t ; в случае неr справно стп 
o.·.:o ro .: .,..1,: :е с r\оль:с::: элеые ·1то :з и э выделенно ;: группи , си г-. 
::а ~; · · е:испр~ в.ао стл поя . ::я· те я на flару::шоы зы:·~оде (. - го r··а-

;ш ла L' на одноы !-:ли nec r . олью·е~ Пi.lР.У; ~: н ~:х в;;,:ходах .:а пю о в j . 
L • [рове •. : ·а ..3 ~.де л нно~: группы t- -- · ·а на лов ·а oc тaJrъ ­

:·:i4\: тест- наборах /из те с та , :выо р о. нно го по п.2/ ос у~ес тзL я­

е. · ся по а нало ги:1 с ..• 3. 
J::. оверка по пп . u !ti 4 осу .. е с твлн.ется о тдель но для 1-\a:~: ­

дo rl группы ~ лементов со с вяз нн ,_ ми t -1АИ !<ан ала ш /напри­

· 1еr, ~~ -:tfi с P.J::\ '..;: J p I на рис . I - о тде льн о для ка~:до t·~ ст ро юr 

э ле i.I -J ~·то 13/ . 
h . · логдч н w образо 1r ос уще с твляется про _е рка элементов 

C'I'P.J K ',;РЫ по вce.tt о стал ьны vi каг.алаы . 

rб щ_j е ч ··ело i{vHT о льно-диа г нос т rrче с юr: · те с тов · /1 K·f· , 
_ ак:.\ е з )е, п про ерки Jil диг гности r.:и аеиспра.в ;.осте t: jч rсло 

та. _ов л1 1 однородно r струптурr по способу r· связаны с 
чпс;rоы )уr:кщ онаJьных· элененто .а jэ .. ы.iett Ta oн r.ix ·: а · rа:юв/ в 

ст у :{ ·~уре с .:. е ;;ующс ·: з ав.: с пмостью : 

(11к.,. =il) ~ t·[-lf} +([~('~е"~ ~)(m~+m~+-.., +~;) · ;г; 
где : .( - ч · i сло т е с т-наборов в иш ~:и :.: ал:ьно.; те с те / I/, са-

.юс опрю.,енн· ;х на двух пересе i<аJ(;Цихся: нзп равле -

ниях ; 

{'.§-]- ч ·,- сло а р пересе н:r r·: ; ихса .~а : , л о в jнапра:сненп:1/ , 
о ~ ·о,тгленное до ~ ли :; . ::.t:~·с го оо1ь ~его пе лого / Еа­

:~ .. r~rep , для ст_ у:-.т.; ры ае ~;ис . I , t''де ·: =4 , {Jj J = 

= 2/ ; 
1 

е - ЧiiC ': 'I с ~: - · :~ ·o·no.J ·:э /I/ , со.::ос огр;- .. : ... н: ::.~ 

/~ =-/ m1 o .. _:.:r. / - ·r-, · -=1· · а..,. у ; --.-. ~ · в .,--.·:., / ,· 
"" • wJ (.,. t. •) -- ;1 0 - •• oJ ,._..; i. . ~ ! 



t 1 

el/ • 
- число тuст-наб орон, взаимосопряжеiШJlХ 1 t =2/ по 

' t'- rлу IЩIШJlY, !Шi:\дый из которых :входит в/I/; 
(

0!. чисJю тест-наооров из /I/, conpmю:, i · х по i -му 
юшаду с периодом из ~ ~ Z наборов; 

111~, ~ ... lflr: •. lflli" чисJю. г pynn связанных элемент<.:I рных r<аналов .I- о, 
2-го, ••• , t -го, •• • р-го направлениИ /наприr~~ер, в 

струi<туре Шi рис .I имеется 1111 гp.tnn /строк/ связан-
, них каliалов наnравJrения I, 111z. груnп /столбцов/ 

СВЯ3 Ю1НLI:Х 1\8118ЛОВ Н8Пр i:iБJ1СНИЯ 2. 
Зависимость времени nроверки однородной структуры от 

чисЛа элементов в C'l'P.Y KT YI>e мошна исitлючить, есл и о д110Dре­

мен1Iо nро.верnтъ . н а conpnжcнH iJX /no t" -му канаду/ тест-набо­
рзх не одну груnпу /cтpol\j, столбец/ элементов, а все таю1е 

rpynnы :иr.и оnределенную часть общего ч исла их /наnри . .:1ер , 

nолорину/ независимо от числа элементов в c•rp:y K'l'ype ; лишь 
посл7 фюссацшt неисправности на I<Siсом-щ~ бо на_ у~:; ном вю:о-

де t -го канала на .эJiеме нты ГiОдается контрол:ьно-диа rности­

чесJсиИ тест л о сnо~собу I, nозвошtющий обнаруr.шть nторую 

коордliнату неисправ .норо ЭJюмента. - В соответстп ar с уюз. зu н­

ными сооdрuжениями, пр длэ.гается ~ JiедующиИ спосvб I\ОНТ fЮЛЯ 

исnравности и . диагн~остиi<И НС1\СПрз ваостеИ однородной струн­

туры /спо·о6 П/. 

I. Выполняются оnерации по n.I cnoco~a l. 
2. Из ЮIОЖества t.шнимшiЬных тестов элемеliТ Сl · р ,у r<туры 

выбирается 'l' ai~oИ элеие нтарныИ тест, IcoтupuИ со~ержит наи­

большее ztоличество !Пар вз:нтосовместимых /no 1 -му каналу/ 
тесж-наборов, кu ждыМ из котuрых я~лиется самосопряженным по 

t' -ыу каналу. ЕсJш та новых тестов нсскuлько, то из них вы­
бирается: мшшмалъный тес т, содержащиИ наибольшее количес тв о 

тест-наборов, саыосоnрпжеюшх на двух nересе{ающихся напра -
лениях. 

э. Проверка i -х J:анЗJiов всех элементов однородной 
структуры на Ictl/IдoH паре взаимосовместимых тест-на <) оров, 

указанных n ~,2, выпо1rняется за дnа такта; при этом на nce 
другие 1са налы ~.шементо .з структуры nодаJt•тся настрuечнLiе. 

сигналы. обесnечивающие соьuестю.1ос~:ь· вхо,1{ов и выходов этнх 

каналов. Анапогичщш образом ос.уществлнется nроверка ucex 
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ос · ль н х Еа налов . 

4. 3а. {fj т э.к т о :в ocy.;ec~.aJrre 'i' C Я ~-ро_;е, . . (::. ? , з ~ . r.:a:: ·: ов 
:всеJ · элеыенто стр; . · т J рЫ ~ .а : ·.-:.:д : .. те с r.:: - ·~а. оре , "':li . : '.J vv'П>- .. : :-t­

- о·· н · вух направ ле ния .. . 
5 • Sa Z: т с:с т о в п р о е н · л с н ::u с ::-. t, -е :а :i , :: : ~ 3 .., ~ ~. ..:-:: ~ ;.: з :·=-

r..:u:· . .... т: Г"ТJРЫ i , . ·~ ~ .. до :.: "i 

1 . 
Ч:с;то :t ·о .т ·~ о:т:оl :; .. · ТvС '.::ОБ /11( -~ =::)Ci.:, .гю....; ;; :_ :~:: /::::~• 

А// 1 • ' • • 
'J.\;, "\'i'O :З ,r .J по с пособу . i ;~ л::i L; .. t1 0._ o:·r:~ u .. ·.!. р': :.:~' . : :~ :.: с ;~:~ <.5,_: :\: 

Ч :J;IO~.: ·jy:I~Щ'i O IIajЫl · Y Э 8!.:e iiTO:i3 ;..J П ~ е .- .:;_г~s·..:с .:;:ц:-=: .. :-з:: ! : .:; : . : 

( 11~ =#)~ { ft 1 +( t'+{ ~{''~ ~ + ~'). р /~! 
где. 't- 1 

- OOL.\ee чис ло вс по . .югатслъrr_rх 'r-а с т- ;·:_,сороз ftr.·.h 
од в а tы .-:: на э лсn!е н ты ле ~<~дj 111 -о:~ r: (i11 +-l) -.: , . _ ~.·:J.. i 

~,;. : алов , прове l-'' е м ь:~: н а данно~I те с т-ь.~ ~ - оре с/ ; сси: f/ 1/е 
Я J яеmс я CIOJrO ? OBMeCTИ.,lЫM ПU i\a· ,or:y-.!lt. OO дl ] Г О .. ~ J / ~· - Е'";}'/ :; · а­
налу , т\ рО ~.:е t -ГО , !JI Лt1 ВЗЗI1!~!.0 СОВ .. ~е с ~:!!:.!L..i н .. 11<J .!. . 2 , ТО r_r ~ J:~. ~ ~ -

. BaivTC Я те с т- аб оры tlcr.7. , rr __ в. :од <: .,ие:::. твст ;-:_ ; , : :~'.:·J _, :. · ~ .~ - ­
.:-юд п со:аме с ти : :мй с ti. по 1 -.д~ :~a!iJ..'1J' • Те сТ- Е '' · о~:.: f.t'c;, 
С1 ;::::- ':!:' , тас~r о6рз зо • .I , для " pa з вfiзнв · i~I.fi 11 э;·, · ::. :. : 1.?.i /1' .;; , ~ C J! il 

ti :ie ~. о· :,ет ~! ТЪ п ода н на coce ;" H:Viv :: ~'.J пп r.~ О ::!:::: .. ;с ;-:т в ..., ~: -.; с -
1 

в ,. эа. . н_.ши l - . .1и :. а налю.1 и . 
r. J// . ua /V "' актов о бнарJ :,; тваются ЫiillЬ п о O.J::J o·.: !·: .- о . ;'l; : : ~ r.з т:.:. · ~а:. :~о:. 

·с;r-:п~р .;в·ю с г ~ • .L,л я опред:пения :иторо:.: ·, о ~д ! ~ ·~ат::: .. е :v-1_-:.:::: ­
··ого 1 ·. т с - · а о ре i,· 1 t." - го I ' ~Eз:;ro. т -о: ; Г)j'Пil.: , · 

:. : сполъз уе тс я ~со нт ролъ но- д 1a Г I-I OCT ··е е ::: :· т э с . , о от 3~ "т ..:; p~.~-

'~Iti'~ .тро . е/·е / на TOi·,. :;:е тес т-на · а ре t/ 1 t - :~ ~·: ... . :(.'l~. o~ 
т - oi' !:р~ пп r по спо е о ~ у I . т ак_.:~. 'Jб r)_..;,O;· . ry :., :;с .. ·~ _ 

. · о .т ·юл.о .. о-дrа г r o c т r tte c r rr,'r т · с ·..: о в #~/ .. ~ J:.:-1 .. :;; _с:: ~<~ ·: J'~:..:::> ­
~ одЕо . : С '.:"J ._:' I, T~ j)wi ПО С по :; об: • • r С ·iO : 

#~.,. = ~нll .j +м~- t ·f-1: j ) /' / • 1 

rтз ко те L·::.:: ри по J:ЗJ с ... п· ,f fi e . тcrr'"!:i ::: :· oc т з г. !"Jс :-:l':' ~;c ~.с -
по; ЬЗ .J е'~с я и r ь N~ +t т е с гl'ОВ , · б о l1~ё. : ,:д _'-' l :~ J : .c !,J _,.=, _;r ··.:":::;, - р:.-
буе т п~ ·: .: е :-ю· .и л ' ! 'Ь од·:ого т ~ ст'· / З flк . !, . ~.:~ r'I;:р~· ... :: -

н:ия зто_; ~: г~оор ·7..ViНат ~ ·е г -~ого .. J.:~зл ·~ т :• е ~ J т .т o .t. ~i ·· ,'7 0-

по лш те :1- ·: ~ .! rr. 

I0 ::.. Г НОСТИ!-\а f·r?. 

.t• ,...-, 
..&. ... J.. ' 
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стр уктуо . Uа~ори-

С;. е:.1ент i .:a.r~ ит , р ·ю i1 1еш ткь 1 у ·r верq_а 1ъ но ! : в классе 
е . е:· ; IJчате тыи~-= ( u · · нци:1 , и ;,: е},:,т по тр1. входа / рис . 3/; 

ГO_:-li30HTo.JlЫi~!e И :В8t:J TH ~ В ЛЪ l ЫС в~ О Д ~,; 

-ведеr. · ш:.р ~ · -:у 'J.'Oj ъ1 ·o· y кpa '~ :r l>." jпртв~еr и ни;:-: ш.х/ элементов , 

т о гда (' ;~ u8 j i T JYз.лъ·rыe fупр э.влш~ "ие / IЗУ.оды ЯВJ1Я тс я внешн-иии 

д · , :все:, эпе ·.:е нт ов стру .. тJрь .• 8леме ыт ю .. юе т "ишь один /рэ. эвет­

ЗЫ1 Iu~ .ii~ с я/ . :а ;: хо д , Ч'l'О соответствует · (.~/ =(/~j· 
_..;ля: эле··,i ента Je'. ет ·и , ре алиэ уюi.'~е го 'J!Y J.-щи ю / =118+/IC+BC, 

r-: ис . . , Еа ?.оди ' . : ; ... ~ .о ~:-: ее т:во .u-ши1 rа льных кuнт оольных тестов по 

·-re г. 0 ·'Т 1 ~ :Р 2.13 -#... J.. ~ J. .. v-

,2: Пmt"11~~~=B1~~:jOI О ,IOI , I, , ''· ~ I/ V f OIO, OOI , СЛI ,IIO/V 
V j l I , C:I , 10u , I:Oj v j u_n ,--_IOJ , OII,liO/V /5/ 
v f OIO , I 1 , IOO ,IIO_I v / Uu1 , OII ,)OI ,IIO/ . 

С о глас но пп . 1 · 2 с по соб а 1 , из п-I о ;t ес тва /5/ мини ,шлышх 

т ес то ь в шJи раеi~ 

Пtntlt /J:i Cj = 10 ,I01 , UII , u1 , /6/ 
со 1 а р· . aurи ~ . два са нос оп p:v:~e н н:·~ ~ по д.Dун :ка .. алам rr·е ст- наб ора 

010 ~ : Ilii . 
Так , при А= О , _:)=I , ..~=·О ..-:r, eer. б.дvа: ::/=(} , т.е. 

6-<-:63 =б~ , 1· тест- набор 10 я:в J нет ся: самосовыестиыыи 

п о :a.:ra l ЭИ .~ : С , 

г.е l~ ·ши.., и·,Icei ! 

С ~'.-.ivCOПpn::~ ~ ННL:Ш 

. ocr о . ть ·{ при ~ ЭI · ене l ии с .rнала ·на вхо­

/=i = ~~х, то тест- а6ор r'IU яв ляется и 
о эт.r ... :as ла . • 

· J. ·онт уолъ и д ·r а г· ос Тll .. 'a некспра:в · ост ;,: лсп: Б тов .да J.,ори-

тарно ~ ; !Je -- е ты-1 .. аз·,р ро.~ 4--4 тес 'l' - ·:ао о ре ~"~I О , рис. 5 а, 
вuпол : · нетс н а один та .. ,;r 7{ при подаче с и гю~ла u r а наруж­
:-пе lЗХОДЫ А >l с I{ ;а( r:1 : ЭЛ - ue · ТШ с P.J ff'l'J PЫ "l С1·i ГНала I - га 
ЦСТ~' iJ :..~ЛЪН .:-:е :В '~О.цЬ. i.J Ce ~: э т'а .. : е· 1ТОВ . i p·. НС1 cnpaB .i:iOCTИ КВl"ОГО-

Ш о э._ .; i·.те нт а ,- н npL. i.~e , э re!,-e ii':" ·i /'..., , 2/ - нз еГо :в с.. ,оде по я-

:ЗНТС f' CEr·-1::- Л ; т:> ~1 .I.r,a в с о от: С> те mш 1 с вь: ':одноi:l 

1 1 = 13+. v+ 1 С/ .3I, е;.fП" те f! HJ 1 вь ./ _..-од нъ ..... 

с ипгалы с:. с о л .. ,e .r·r- ьг п авее г . :i 1Г{е 

=·: ор-
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•гюст Тz :в се элеме нт · стру l\туры nроверпютсп на тес'l;-наСорс 
l ~I, рис . :,С). 

тес 1"·- I:аrюр Oli из выбр<шно !'о теста /G/ являстсн спмосо­
r:р . · :._:е шшм no гориз ·онт:.J llЬноиу ~а нэлу /С/, т. к. nри А= О, 

.u=":=l. и ... юt:м 1 =~~ = 1 =С , а при и зменении С 1ы U имее1~ 
1 =? tщ: =:0 • Jlo· n. " способа I nодаем тест-набор OII ыэ все 

,;; (·i.IO ~ т 1 .. ne вut· стрu.ки , рис. 5в, На эJrе t!ент :.,: 2-.' строки, 
L та к~е на оста льнuе элеuе 1 т ы структJ~Ы nuдaeтc n самосопрн- · 

:;:·: !,:rur,i тe c'1'- l! a6up Iul, явднющи i~ с ~, соnря.г.rенным по вертюtа ь­

J о .13 IШШlЛУ с OII. тшшм оор~: ом , врдном такте h nроизво-
7~и т , я rиo r. , р1·а на 'Т<:: с~·-набор~ 011 :з се.х элементоD I-oLI стро­
i{И , :в 'i o Jcтe 74 - Dcex эл емс ьтон 2-й с .трони , рис. 5г. Нри 
от ::а ... , нэ nри е р , элемента /2,2/ н · его выходе nонвится сиг­

нал О вместо ! ; эт,u nриво~шт н понш:снию сигнала О /Бместо 

1/ на в .J Хощ х всех элементов прuвее и 1ш :~:е неис·nравного, 

оон ~: рJ ;о;;ивая обе · но ординаты неисnравнсirо элемент~ . Аналогич-

н !·м oб r: ;J ЗOt!. В ТuКТЭХ r) И ~ nроверяются На тест-наб оре 
lul l эл ме нты .. - й м 4-И стрсж. 

1о с л с·дниН те ст-наоор из /Ь/, Oul, ЯВJ1Яе1·ся самосоnрnженным 
1 
ПО в е РТИНЭJlЬНО},ту • ':liiaJly /А/. l!o n. Э слоеоба 1, за ОДИН 
та кт 1; на этом те с·r-наборе nрове ряю'l· ся элементы 1-го 
столбuа /рис. 5д/; на все ocтtlJThныe элементы nодается саыо­

соnрпденный тес т-набор OIO, явля11 .. щиИся соnряженным с Oul 
llv горизонтальному Iсаналу. в T8ItTe т,} т,) T'lo Ilpuвepnю':­
cя нн тест-наборе OOI элементы 2-го, Э-го и 4-го столбцов. 

тюшм образом, за IO та1стов все элементы мажоритарно~ ре­

шетки ра 3ыером 4х4 nроверл•~ся на всех тест-наборах теста 

/б/ с uнределениеы uС>еих координат uтJсазавwих элеме н "J.· ов. 

Тivстроим для той же структуры контрольнuе те<Jты 11k 
по слос n · у I. Согл ~сно n.2 сnособа П Быбираем из множест­

ва /51 минимuльнuх тестов мажоритарного элемента тест 

Пlf1{;,/АВС/ = / OIO,OUI,OII,IIO/ /7/ 
т .1с. он содерыит пгру Dз t.ш·мосош.1естющх no горизонтальноr..~у 

Jcu нa Jry тест-ваGоро:в - OOI и IIO, I\а : :~ды ' l 1·з Itоторых явлнс тся 

с а ?, осоnря ;.~енш.ш r.o вертихаJJЪНОI.;у кaн i:i JIY. 

'"' тсште 7'.t на тес ·r- наборе OOI nро:нерюстся r.ce ЭJie-
IIO H'l'' ·· не четных с то ж:>цо:в /см. заштрихованные л о . рис. 6 а 



15 

21er, е н ты/ , а а те с'.r- н. б оре .IIO - элеi, .енты четных .столбцо:а; 
:с сте ;J..., Ю!l.;Ы.' 'l' t?," те i; - rаоборо т /рис.б,б/. 

3 '1.'8.1-\ ""'е 73 вс е эле· .. е нты структ ' .' РI-i про веря ются на тес т­
Еа15оре OI O / рис . 5а/ . .i3 ТШ{Те r~ элеые ь ты ·!ечетных строк 
прове рю.:тсп не. са r\юсопря~.,;ен о :: jпо r.opиsoнT9.:i lЬHO J· J7 :каналу/ 

тест-наuор ·") OII, рис . б в; при это r~!·Iа элементы четн~IХ стро \ 
1: одаетс :r :зс 1оиогательны й тt ст-на бор I uu, не входящий в j?j 

·т в::,а~ мо сош,;:ес т·.ныьЕ1 с OII. Б такте Тs- на тест-наборе OII 
1~oD ~ ~~тс q элемент ~ че тных строк, рис. б г. В с лучае отка­

за , нзпри ... е р , э лvме н та /2,2/ на тест-наборе OII, сигнал 
непс прав нести 1 обозначе нныИ Н<1 рис. б г в скоб~ах/ поЯвит­
ся на выj:оде 2-й строки. JJ.ля определения :второй координаты 

негсправно го эле1лент а на стр у1\туру 'подается . ~онтролъно-ди­

агносlичес ни у; т е с з:, _ соответствующИй проверке элементов 2-й 

с т ро~~ на то У ~а тест-наборе OII по сnособу I, рис. 5 г. 
'l'а~с.-ал о6р азо r .. : , ма·:юритu рная решетн:а проверена 5а 5 тактов, 
прiчеы время прове~ки по способу П не зависит от размера 

· днороднэ.я структура, универсальная в классе 
1:со нечных автоматов 

.~ 

Построим 1ю нтrюльные rестьi Нк /способ Пj · для четырех­
на!lрJв ;"' енно й с трунтуры 1 раэмером m.,xm,_ , рис.I. ФуllliЦИО­
налъная с хеиа одного 1·анала F ячейки стру ктуры /из четы­
':) 8~(/ v1э о6~а::-:е-ш ~:~~. ри с.?, где А,В,С, D- нар уг.~ные входы 

упр_'""•влсrшп jнас тро :: =-\Е/ нче й r~амп памяти /триггерами ТР5 и 

TPi/' х - .:;. бочиИ :вход /е-вход/ ' F - выход канала. На 
зы:·:оде 'ШН ':l Ла ре ализ ,у е тся функция 

/8/ 
rде с и1.·воло r .. 1 а> обозн ачена фу ш-tция "сложение по модулю 

дв · "· 
1pi сос тав:iе · :ии ·юн трольного теста над /8/ . предпоJrага-

зт н , ·~то в тече rtAe :все го танта Т про в е рки канала F 
· г.:еС!·.! ./( (-6) = l i !l Т .'"' · . С .ll Г НЗЛЫ с 6.роса триггерОВ UTCYTC ТВ у-
СТ . . • е,zгола г~е :-с ~=- т =~ г: :-.. е , что с игналы на входах С и ]) 
я:s ; r..l" ~ Cf и : .:Jl y :fъ ii: 1·: I: , т.е. продош::и тель нос ть этих сигналов 

~ .. ; е .:Ь Ше r ; п р·· э ~rо ·.: t.З К,! ~О е трАгге а ДОШГ.G Н -.1ШС !J р Оnать-
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с1постоянный сигнал 1 9w =. о · или !fтPI = 1/. При укз занных 
о rраничениях, отвлекаясь от Д;питедьности сиГН :l ЛОВ на входах 

, С и D., значения У,.р;- и !JТР1 мо;.~но опреДе лить· ка. к 

!frPJ" = 8 С ) !frP1 =В D /9/ 
одставлня /9/ в /8/, пол учаем: 

F: [XrJ7(8C)}+BD /IU/ 
дни ::· из элементарных тестов для схемы , реСlлизующей функцию 

j i Oj, явrяется тест: 

Пi11ti!(XBCJJ)= I1Iu,orro,i_rou, OOII,010I ;rr; 
.1 . таблицу, 1, где тест-наборы I и 2 являются взаимосопрю:-~ен­

н~ми , а тест-наборы 3 и 4 - самосопряженными. 

Таблица I 
N~~ п/п х в с · D f: 

I I I I u о 

2 о I I о I 
3 I I о о I 
4 ·о о 1 I о 

5 о I о I I 

Фу нкциональный элемент структуры является совокупнос~ью 

чет rpex одинюtовых каналов ft+F-4 ,рис.8. Тогда тест-набор 
о О I<аз ьr:в ае те я самое оп ряже нньпvi на любой паре пе ресекающихся 

;,:аналов •. 
Таким о6разо~ , ~абота функционального элемеr1Та структуры опи-

сывается с истемой четырех уравtениИ: 

~(t;;J= [f5(t;j-t J-F;.(t-~j}·Fd;;l:,.f}· /4 (/н tJ)} ® !/rp) ~ !lтР1 
h./c;j}=X@!f-,ps- +!lтР2 х /12/ . 

Fз (t~JJ-: х~ !:/rPs + !IТРз 
F4ft(;)= %$ Jrps-+!/ТP4 . 

Прове рка } справно с ти стр уКТJРЫ сводится _ к про ве рке в сех эле­

"ентарю. каналов F все ;г элеме нтов структуры по тест-наборш,r 
таJл . l, е с ли при этшл п рu веряетсн Т dю:.е и пр · вильнес ть выпол­

не11иЯ 1-: о н " r- ю-щии Х в ·· ур авне!iИЯХ /12/. 
3 с оотзе7с тви ~ с пп . S и б способа П , на каналы 

nce x : -ечетниr . Э Л t; Че пто:з :·:а: .:до :1 ст роi~И подdетс я I-t·· Т v ст- на-

· о II с ~ с че-:.:: - _ х 3JI~J .• ~er · тoв - J33 и_до с о п {l, ."GHHЫX с I-1'.--
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те ст- наб о ро:,: uiiO , рис . :7а . На з ~ е оста ль пые канаJIЬ (Q -:-1-4} 
:\ .. : .. ,... О Г <J c!.l6!·.18 н т а :то -;; а е 'IC, mec т- ·:а6 о р L'III jco вr.1e c ТИJ,!ЫЙ с 

IIIO/ r~.л.v: IIII jc urmecтш.:::IИ с uiiU/, что соот ветствует запи­
Р нию э ти . ;-:· 1 ало в . п р.и о тиаэе Ка~:!с.. а r_, kaxv го-либо ~·з ~ле­
!~С r: то :в с т : J ~'~'1У рн п:.. 'I'е ст- набо р ~,х 1:JJ.П 2, с и гна л не и ."п J :в но­

сти пepeдue'ICR нь. го ри з он т:: ;iъ .. z.I!·: в ш~од со u т.:J е'l' ст:ву ю!~е i:: стро-

: :и . 

0 Т"3 ' ЧТ;' t ТО -;:, п .c;r r Ji' t:> ~ ~!t"O ~· "'n qr.• •"C a! '"O'rrt1r-. - ... ·т] r-"а У -· ~ '*"• •н · - ' .. ..;_l -. '-.A.!. Io•V /1 :! ki"-' ... ..Jl -V.l. 11 - • ! '." -~:.O.L.., . ... I l 1J 

/ n ч т, .~ ;: :=гс ;.!е i!T :::.~- ~:а :.;до ~~ с троi·:и/ : :с. те ст- на6о ре (F,Fг.f3f4 )~ 
=/OII Ij'~ , Т. е . !В о д:-1 0 ;.: П3 ПЯТ!. m eC'l'- EQбopo :в , ПО i~О ТОрЫ .I 
прове яe'l'C f.i c.x:c:f :a "li " на че 'l' Е ; :)е в~~о да : / OI I I, I.UII , IIIO , 
IIII , IIOI 1. lloc r.e О I\ онча ~iИR та ' : 'l' а 7't , так ;.:е , :r·э.к . по­
:.; л __ 0 i.(OHЧE1:-П:il ::з :.:ДОГО И'::) пo .::;;;" E:.Li;, ЮЩЕХ T г. l-:TOR , Шl ВСе ЯЧе ~·: К:/ 

с-':' ., E:I'J[JL: r:о.:с:;е"с., п v: : гн гл l~ /при B=::=:D=O/, , r..: vтopыi~ приьодит 
.:зсс J:O :· ~r ггзр ~: ячее i-1: :в r-: с хощюе с ос: ·r-о яю·:е , где !fтр = О • 

.:1 t=.' .:tl-~тc Тг. ;r& тес'r-н аооре 1 проверяютсп на налы Ft 
'.J!:.'"' ·н : · · n Т;) T"' CT-· HuCIOpe 2 - ноче т нт· ,.., .,...,:тенто-ц f\:::!' " д.". 0 1·; crn oo-.v .... .._ .... , ~ - ~ • v !; ,..!'- U .. 1 v ,1 ~ .L \".A,.ti'l\ .. 1 j,: 

:: :: . j) Т "',\ ':':...:.: /з + Ji а:'З;l ОГИ 1~НШ.1 обрз з ом · r ро:верп" 'l'C:~ на тех 
:. -:. T..;C'l'- I-lu ;,; opaJ ~ - :... nаЛЫ fг +f4 . .D Т::.~те Т1 ханалы f1 И 
fг. вс "':, э;~·· : .. : t;нт о:г '2:' .... ~.' !-~ m уры про.зе ря11.. тс я на с·аыосопрю.'GННО1.I 

j;_ .'J аре Е-:;ресекаJ:~ ;н . · с я :и:н:ал ов/ тес т- ;шGо ре IIOO , рис.9!; 
, , .~ ,..,cm ·· -т ·- ·е .. ,. ·· --" /r- г-/. l .... . ret · ~ · · тo ~ пo". ' • -=>mc cr вспо т,огатель {~ ,._1 U _ _ .. .r l-J ~ l . . ! Q . ~L J._.t { гз1 r.,/ .::; ,} 1 J\: ft:;fi D ~ 1 ,U u..;. fl ! Ui -

:~~. ·г:;v ·.i.' - i:эиор ~:.:: OI . Ь т c~ itTa: !;о ~i Тн юэ.:Iэ лн F, и Fг. 
~ : yo...:s: i i i,,.~:; r. r · з. CRt. осопря:_.;;нно :.~ / по одпо;.:~- :-\г.н э.л~-;' тест-на­

. · о [k .:Т r1з T ё.~J;r;: . I , рЕе . 9:з . l3 :::' <:Е " ТйХ 71;, -;-- Tt4 Е ~ тех ;;{е 
~·c.. t?- :~6op _.x S Ii 4 прозе Е; яется дР :..' гзя пара н:а нзпо:в- Fз 

F4 
/ .. л ПОС: •• ед :I·Э ГО j3 ri\:t · л . 1 тес:'- г:аu о р._; CIOI Не су· ~ест:ау-

'Jт п:; ~ .. ~·IО дс. с -: прп .. :.:..Еrйд.i: тecт- ri JG o poв , т . :r. . 1 ·оi.I6ин э. ция вход­

;.:: :: c :E' i .::0.2 B~]):::f. сос т~·~тствует :зэпr·тр :?.j i ИЮ rtа нал з. , т.е . 
. <:- :;. ~•С т r:c з : ,в i:С i :i.::~:r.~ ~ i ! _: че :~!Ie п::: Б!:.!~ : о;rе е го от з н ::\ ч о~:ип 

· · · о ·; · ;о го С" ГI !'" " '' Х. .И :"\ "'о ·· С '"''п ~Р. J:: r г; о льз· ·у еl· ~ •r ·"' с т- н · б ор со-.. .... l . "' . . ... ....... . '..А . , 1... """ •• • .. .] ~ ....... ..J -- l - - ·- - \J .... ....... ' 

~ · , ... :· ••·.: · "Ь'! -;-· n 1 -~ - · ~ ••• _ •• J..:. • •• .LJ D v ,: ., q 

f1s те '· ·~· - -:~ · · а ра OI CI 
-. о .:-: а .. ::.:;_: . Т:::t:r. , :rри под~-

- r-1 J .. .::. н eт-tJ.L· ' .• t~· -: :;Olic.~ !~ ' Г1 v'"'l _, . 
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&:rементов нечет1:rы. строк , рис . 9г~ на r\аналы Fz. четн.Jrх 
~ ле ме · тов всех стро k подаются взаимосопря~енные jпо любому 

Ьдно r.:у ·эна .J , в то ~i чис ll е каналу Fz. 1 тест-наборы IIIO и 
OIIO /1 - :·i п 2-и по т · б л. I/; тест-набор IIIO является сопря-
:··:енн . :1 вз 6rшосов·-.юстимым по каналу F1 с д нн ,r ,1 те с т-
:и.б о ро :.: '1 I I . ' i · ·Iечетные эл ме нты Ч v TH ...iX стро г подается ·La-
. :o :·r - ;т 6о 1' ст-н г б о р , в за ·м ос ов1.ю с тимч;1 по каналу Ff с тест-

!-1 · uopo·,r IIO . Сигнал пе ·сп рз:вrtости канала f1 како го-либ о 
э • ..;r:re нт·:'J /U · вместо I. j передается аа sэ.ру·iн:.Ш вывод I\a ·ra лa /2. 
i н . ~ о г и нь -..1 обр · зо н , ~ последующих та.r< тах т;, +Тз() на те с т-
_ .. о .:; IOI п ро :ае ;:юvтсн r ·аналы Ft+F4 13 Се. · .u.РУГИХ Эhеыен-
r:-ов . 

ремт прове :жи cтp :; KT JP' I uо жно уr,rеньшить, есл~ ! сов).Iе с­

'.:.' ·1 ТЪ проое l rcy ка·· е лuв CTP JK'r :/ PЫ ··а тес 'l' -наоор .:")х I , 2 - 5 та.: , 

иак это r з обр · ::· ено на рис . 9 г; в одно ·.: т r нте на ·rc c·.г- r:ac5o-

pe I.CI п ро ерюстен · : 3 ~1а лы Ft нече тн~r; Э JJ. нент-u :а --ече т н::Jх 
·"' р : , э. rr"' в заrr..-осопр ЯJг ннь. - те q "'- нэ.J о ра ~ IIIO У ui i 
,:а · . ~ fг. че т ны~-- элеие. нто в нечетн :.:х rr че т · !~с с тро i~ соот .и ет-

'"'Еет· о . ~ то iл с1учае с я с тру кту ра , :rезавЕv1I :.ю от ее as -
~ .: ., 1!!1 X/flz. , до : ! е т .~ ~r тъ .1ponerJeJ.:a за 22 т · , .. та; о чеn. : .. 1но, 
mo ПрИ ЭТОЫ ПрОnе рЯе Т'С Я: Таю;,: е :ИСПр ' - ВНОСТЬ CXe ,EI 11 

.
11 С В ·. 0-. 

: о - % ,...; ЛЯ : ·а ,:щого элемен та. 
Ч В .. ~- · о , ЧТО B_t.JeMЯ про.ье _..,r'И Н 1 СТр 1 ... :туры .- .: i3;·:eEi ет­

._;;: , е е --1 в .. оды .i3 , u и 1> 1 + j)4 не яв ш::~тся: нарJ ,: н_~ ~ .-iл я: i · а ; :.:до ;· 
~: ч (::--:~ : 1 ~ - _. пре пола га ос ь ранее/, ::. я_ г:ю-·тсп · .оо ~J.:щ rэ тн :: ... ш 
, rrр ?.: в люJ r · и . :и шинами , ·:а к это по<аs анэ. па pиc . lU для эгеыен­

с- ов t - "· с pur и . 

В :-: :ЗО Д l 

. · ан т : :оль исправности и. диа гностi а не испрз:в! осте Н одно­

;одно: ! ст.:. у ктуры , а с -;.е доватедьно , провер а с "е :д ~! л бuго У.О­

·ечно го "B TO .iiaтa , реализ уе ~.: ого J{структуре , вес ь:.!а уп )ОЩ:.:е т- · 

СЯ О ера ,- еНИУ.J С : ОНТ !:) ОЛеМ nepe ryлнpffi[{ с. :е ~ /тех ::~е : ·о неч-
:· ::: ··- а_·.;.' I:1 ат ов/, т. к . сводите н rc построению .. он т , о ль но-д;ш г но­

· т ·:_ :; ..., =т! ~ ·= '1' 8 С ТОВ .дЛЯ ОДНОТИПНL ТХ Э ЛеМе НТОВ С реГ .J ЛЯрНЫ:I:И С ВЯ-

,3:-'.: • ::с:- 0 !\ uНТ :' ОЛЬН!:Г •1 КО НТ рО ЛЫ 0- -:.; ИЗ Г НОС ТИ 8 С К 1:. те сmоз , 

01 p <3 ,.., .:;: нcJ .. :-r . · ра сс 1 .. :о т рс н . . r м 1 спuс о6ами , а т зк1~е в е ,r, п рове _ 

: ; :~ :~ .. =·:r: ;~J; . /ч ~.с лu ~·у16о .11~.( тJ · то n/ с ла6Q э :~ n ;1с : : т ~.ш ~!е за-
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~ ~ :ел vЛ леНТQ.В / ~аэмера/ СТРJ КТуры , т .е. 
U '.~.· .::;;, •. : · oe; m_. •• ч::,; ':r ·:е ·:ьОГО BT UI , a тa , реаЛИ3 j8МО ГО В ОДГО-

:::ю -- : ~о .. с~_ ,-~": ·:·~ ре . 

'-- • 
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1. " ., . 'ра ,,,о в а i : . А ., Ба ~ичева :Б; . З ., Игнату­
:; "';:;:~ ) . J . , .. _ :Е ооэле:.трони \ а и u но ~юдi-Е'е структу ры для 

ос _ ро _, .I .- я :-о ,."I ч с~- jiX l' :;Jыч : ~с J т'"' J:ЪII I - с о:.. po jic тn . " Н:... у-
. ,.., (! 

~\ ~ ' -- ~ . ' 1966 • 
· i =-· ;: а_ с ки й ,., • .d . J, оrич ес к;~е способ · · .о нт оля 

с .. ем . · 'l'pJд·· .атемат.ин-т "' иы .?те:~иова, 

:о · .l ., Соrо r .. онян Е . С . техни-

t;,:; ~ ~ п т ::; но.; т - ..:а ~- I·.юина · .и uю ~i- ус тро i; ст • р . "А6ст-
, . OJ 11 

_ • .. L~т :1q,, · · с lj , кт .; pнa fi теория реле ~rных ус тро · ; с тв. 

11 -- • у :-:э. :r , 1 а ьб ~ 

"' ::- -:. :: : :::~- :? • ~~ . r.:: ·::o - <ii: ens i nэJ. Iteratue Logic. Proc. of 

t::. -- • ~11 Joint Computer Conference, AFI.PS, vol.27, 
e..r t l . 
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О ПОСТРОЕНИИ ПРОВЕРЯЮЩИХ ТЕСТОВ ДЛЯ ДИСКРЕТНЫХ 

УСТРОЙС~ТВ С ЭЛЕМЕНТАМИ ЗАдЕРЖКИ 

Волков А.Ф., Васильев И.Н., Ведешеиков Б.А., 

Петров в.А. 

дво!и!у! автоматики и телеые.х.аники (техничео -
кой киоернетики} 

Москва (СССР) 

I. В в е д е !_!_! 

Непосредотвенвое примевение классического метода по­

строения !еотов1 - о помощью таблиц функций неиоправностеи 
всего устройства - приводит !1: трудоемкиu, громо;jдкиы метu­

дам2. uграничение числа и хара~т~ра проявления uднuвремен­
нu оущес!вую~х в~иоправноотеи u ~~t~:ro:u направленности 
действия бесконтактных элементов позволяет использоватЬ бо­

лее эффективные ~лочные методы синтеза единичных проверяю­

щих тестов. 

·в данном доклад,е рассматривается блочный способ по -
.. строения единичного проверяющего теста для дискретных 
устройств с элементами задержки. Выбор такой модели в ка­

честве об"екта анализа об88 яоняется теи, что 

а) значитешная: часть схем устройства управления ЦВМ 

удовлетворsе! такой модели, 

6) переходвый характер анализируемой иодели(от комби­
национных устройств к устройствам с элеuента·ми памяти) по­
эвохяе! использовать, метоДы построения тестов для · комбина­

ционных устройо!в 3•4•5 И учесть специфику многотактных 
устройс!в, 

в) включение :в состав провернемых устройств других 

элементов памяти (триггеров, обратных связей) не отменит, 

а лишь видоизменит предлагаемый алгоритм. 

Функционирование элемента без фиксации внутреннего 

состояния, входящего в состав анализируемого устройства, 

моано определить формулой 
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Wi; ·-::: f ( u.1 ·J U.,2. > .",.) lLм )t -t ., (I) 

где W- переме :нная на выходе элемента, И:1 , н' LL"._ пере­
менные на входа:х элемента, 7: - величина задерви между из­
менениями U,1, ••• , U...n-. и W • Появление одной из возможных 
неисправностей приведет к изменению логической или времен -
вой харадтеристики элемента и будет обнаружено в тоu случае, 

. . ~ 

если gуществует _ такой набор входи~ переменных ~1 , ••• , 
· ~m и такой момент времени t: , для которых обращается 
в е·диницу функция теста 

0 ( () · о) ~~t-(, о 11 о \ Гt- -~ =: y .. J' l U1 )'" ;U..m ._ ..:w 6) W ~ U..1 , • .-.) "'tн}t-Z" (2) 
о (,.;0_, о ) 

* rде Е9 - сИУво,л сложения по rnoc:L 2. , W . ..;. уравнение 
функционирования элемента с заданной неисправностью. llрове­

ряющие тесты отдельных элементов целесоооразно 'похучат:ь . экс­

периментальнЬIМ путем: внося неисправнос_ти в ~лемент, строя 

таблицы функций неисправностей и получая на их основе !абли­

цу тестов. 

llyqть nроверяеный элемент связан с одним из выходных 

узлов устройства через группу элементов, функционирование ко­

торых определяется уравнев·ием 

Тогда ~ункцию теста для обнаружения неисправности этого эле­

мента по выходу дf можно представить в виде произведения 

д :в ух q>ункции .,у 

Rt;-t-=f;._f:-~o· Cfwt-t: • (4) 
о ~ ~ о 

Функция теста ~~-~-То из ~2) определяет усло~~я обнаруаевия 
неисnра:вносlf n:ри проверке выхода неисправного элемента. 

Ф,У нкция lP , ~ определяет условия переноса точки контро-
т wJ t- ~~ 

ля с выхuда эле мента W на выход jf , связанный с выхо-
дом W непосредственно или через ряд промежуf_очных элеыен­

·т о:в , включенных: nроиэволъныu ооразом, и называется функцией 
- 4 

чувс"'В'fтельност' и выхода ~ к изменению nеременной W • Фор-
мально : ункция чувствительности оnределяется следующим о6ра-
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зоu: ,· ~ - F(:z w о P.W ..~.._~ - ~1 . t -?-') •·· J t-t') • ·r) ~,., f;-'l') ~ 
1 v ~о 1 '*'1 . 1 " t-l, 

F(~ -о о 
Ф 1 ,t·-t'1 J ••. , w-c-'t'), ... , ~" -f;-r.) (5) 

о ( {) о 
' tt i.-~ ) 

где . w-t-~ '::: w u1 ',., 'U.w, )to-t . 
С помощью формух1• (5) можно найти функции чувствительности 

для элементов люоого tипа. Например, ддя широко распространен­

ных логических эхементов типа или \ИЛИ-НЕ), И ~И-НЕ) функции 

чувствительности по i - uy входу имеют вид (Для h входо­
:вых элементов): 

нлн wлн -не _ _ _ _ _ ~ и-~ · 
\/) -= ер -=-~ ж_ . .. . ~. ~. • . r,. · tp. :::'е -:: 7 .. .х. .. ~. - ·~(6) 
Т" i t, 1 -~ (;-{ с.+! J . с., "' -1 c,;-;L иt n 

дJiя повторителя, инвертора, линии задераки lf = ~. )/ . 
Как :видно из этих формул, решение уравнения V' w t-t"-=i · 

) о 
позволяет найти такие значения переменных на друrих входах 

элемента \СХемы), при которых значения jf однозначно опре­

деляются значениями W : 

'it: ~~-6.:_~-z-o ИJIИ ';/ t-: Wt--~-ro 
Dудем говорить, что между узлами ~ и ~ существует 

чувствительный путь, если изменение значения W осязательно 

приводит к изменению значения }/ • Формула (5) определяет 
условия существования чувствительного nути между vv и Jf 
Для опред~ления этих условии неооходиuо решить ур~внение ~5), 

что может оказаться достаточно трудоемким при увеличении раз­

меров схемы. 

В связи с этим ~оыла nроанализирована зависимость между 
/ . 

структурой устройства, ре~лизующего уравнение ~3), и свойст-

вами wункции чувствительности. отот анализ показал, что функ­

ция чувствительности цепочки последовательно соединеннliХ эле­

ментов равна произведению функций чувствительности отдельных 

элементов этой цепочки. Следовательно, условия сущ~ствования 

чувствительного пути, проходящего через цепочку последова­

т ельно соединенных эле ментов, можно nолучить с _ помощью непро­

тивореч вого о6"единени я условии существования отдельных 

участ ов это о пути, определяемых каждым элементом цепочки. 

налии е нес о ъких путей расnространения сигнала от уз-
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ла YV к узлу ~ может препитс~»овать реапизации _выбранного 

чувствительного пу~~и. н связи с э-rим одной из ооязател:ьных . 
частей пpeдлaraeaauru нами аJIГори~ма построения ед.14НИЧНО.I.' u 

прuверяющего теста авляется анализ услuвий ·реапиsуемости ~ы­

оран~огu ЧJВстви~ел:ь~оrо пу~и. 

П. мочный СП()СОО построения единичного nровериющеrо 

теста для дискретных устройств с элементами задери-

!!.. 

Предлагаемый алгоритм исnол:ьзуе~ локап:ьны~ характеристи­

ки отдельных элеuев-rо» устройс~»а: табJiицы тестов, уравнения 

функционирования, 1sеличины задержки, функции . чрствитеnно -
сти, таблицы связей с бJiииай•ими эJiемента .. устройства по 
входам и выходу. - и состоит из нескол:ьких частей: 

I) ранжирование схемы; 
2) построение пер»ичной табжицы тес-rов ; 

3) построение чувст»ительвого пути; 
4) обнаружение и анализ влияния парахпел:ьных путей; 
5) 11расширеНИ€1 n ЧувСТВИТеJIЬНОГО ~И i 
6) ~оопределение входИЬIХ переменннх; 
7) доопределение моме·нтов изменения переменвых; 

8) минимизацин общей длины теста. 
Содержание каждой части рассмотрим на примере устройст­

ва, функциональная схема которого приведена на рисунке. 

Jстройство nостроено .на элементах, реализующих конnюнкцию 

{обозначены Л: ), ди~нкцию ( V· ), инверсию (ИНк) и задери-
.... ""' J ку (величина задержки. ~~ выбрана произвол:ьно и указана в от-

носительных единицаlХ). 
I. Целью nерво~ части алгори~ма яВJiяется присвоевне вы­

ходным узлам элемент ов номеров, возрастающих в nорядке сраба­

тывания этих элементов при одновременной подаче входных пере-

менных на узлы I ,2, • • • , т • Очередной номер m+L_,, .. , т+ t1 , 
где 11 - число элементов в устройст~е, будем присваивать вы -
ходу того элемента,, все входы которого· уже nронумерованы и для 

которого макс.имал:ьная величина задержки сраба!ЪIЩiНИЯ имеет на­

именьшее значение (например, для узла 9 ~~<::.б, а JXJIЯ узла 
10 2:-L, :.9'76). 

1 ~ 
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2. целью второй части алгоритма является заnоминание 
исходной инсрорuации об ана..пизируеuоu устройстве в виде,удоб­

ном ДJIЯ построения n:роверяющеrо теста с nомощью ЦBl'Jl. Эта ин~ 
формация образует nервичную таблицу тестов, котаран содержит 

таблицы тестов отдел:ьных элементов, размещенных в соответст­

вии с nоложением эти:х: элементов на схеме устройства. Послед­

ний столбец таблицы ~~одержит сDедения о тиnе логического 

~лемента и .неличине :задержки в выбранных относи тел::ьных едини­

цах ~ То J. dапоJ.Шение таблицы nроизводится в nорядке увели_. • 
чения номеров выходных узлов элементов. Часть первичнои таб­

лицы для устройства, nоказанного на рис. I, nредставлена в 
табл. I • .Указанные Тl~сты обнаруживают всевозможные логjlче с -
кие неисnравности отдельных элементов, т. е. такие из r rческие 

неисnравности, которые на :выходе элемента проявлfiЮтся так, 

как если бы на один или несколько входов элемента были nосто­

янно поданы О или I. 

Таблица I 

~ I4,I5 
Тиn эле-

к 
I 2 3 4 5 б 7 8 9 IO II !2 I3 мента 

( 't'.: ) 

I о I vili1 (4) 2 I о 
3 о о о 
4 о I I ИЛ~ (2) 
5 I О I 
б о о о Идv13 t5) 7 о I I 
8 I о I 
9 I I I 

IO I · о о ИI (I) 
II о I о 

I2 I I I I 
!3 

' I I о о и2 (2) 
!4 I о I о 
IS о I I о 

Анализ тестов, представленных в таблице I, показывает, 
что каждый из тестов1а наборов для элементов типа И(И-НЕ), 

vtЛИ(ИлИ-НЕ) можно записать в виде 
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т;, -= () . . 'f. J 
d. у" (" ) 

где lj. i - значение ~ -го входа, неооходимое 1tЛЯ оонаруже­
нин логической неисnравнос!и этого входа, ~;o_ . J - функция . " чувствительности выхода j -го элемента к изменениям пере -
иенной на i -oJil входе. 

3. третья чв.сть алгоритма дает :возможность построить 
один из возможн~х чувствительных nутей для очередной строки 

nервичной таблицы. Это построение, а также· результаты вьшол­

нения последующих частей алгоритма оудем проводить во вто -
ричной таблице тестов. Вторичная таолица тестов, кроме (~tt+n) 
столбцов, оооэначенных номерами узлов схемы, содержит стол­

бец номеров тактов, играющий роль временной шкалы теста, и 

ст олбец с номераJ.аи строк из первичной таблиЦы. 

Возьмеы из первичной таблицы очередную строку i - го 
элемента и nерепишем значения ее входных nерем~нных в сво -
бодную строку с номером Q ~ втuричной таблицы, а выхоДную 

переменную }1 i.. ·- на l['i. стvо~ ниже. Для nостроения учас!­
ка чувстви·.rельнujrо н~ти, nроходящего через элемент, связан­

ный по входу с у:элом ;! ;, , найдем в первичной таблице та­
кую с•rроку, которая в столоце lfi содержит значение ~. , 

о ~ 
совпадающее со значением ft. в выбранной строке, а содер-

жимое друrих столбцов совпадает с функцией чувствительности 

по входу 1~ . Содержимое найденной строки nерепишем в 

строку с номером (4i. -t ?''-) вторичной таблицы, сдвинув зваче -
ни е в_ыхода ij на _ tj_ строк вниз. Если ~i не являет­
ся выходным узлоJ!i устройства , то продолжим построение чувст­

вительного пути, находя в nервичной таблице функцию чувстви­

тельности элемен_~та, последующего дла :li . 
В та6л. 2а показано nостроение одного из вариантов чув­

ствительного путJ~ для 2-ой строчки табл. I. 
4 . Будем го:ворить, что между узлаии ~ и <i схемы 

есть петли ( nара.ллельн9 включенные груцпы элементов), если 
можно nостроить два ( или больше) nути распространения сиrна­

ла от ~ к j , которые 6удут отличаться хотя бы одним 
эле 5ентом пути. Примером таких узлов на схеме(рис.) являют­
ся 8 и I3, 9 и IS. 

Эле Аентом об" единения назовем тот элемент устройства, 

выходной узел которого совпадает с конечной точкой петли. 
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~ха I 2 ; ~ 5 6 ; В 9 IO II I2 !3 !4 IS 
тап!' " 

I I 
2 
3 
4 
5 
6 
7 

· а 

9 
IO 
II 
I2 

I 
2 
3 
4 
5 
6 

7 
8 
9 

IO 
II 
I2 

() о 

I О I 

! 00 --

о 

r* 
о. 0-jj 
Q 

Дхя каждой ветви петли можно определить: 

ТабJЖипа 2 

Примеча­
кия 

2 

6 

I4 

2 

6 

I4 

3 

IO 
!3 

(а) 

(б) 

а) четность чисва инверсий (фазу распространения) 
сиrнава С;, , 
6) суммарное время задержки сиrнала 1/, , nри.чеu ин -

~екс I всегда буде и о~rносить к ветви, для которой в части 3 
1лгор итма был nостроен чувствительный путь. 

Если &
1 
= eL , то две ветви петли оудем называть синфаэ-
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иыми; в противио111 CJIJЧae - противофазвып. 

Поспе обнар;rsеииs петпи, через ОАИJ из вепеи которой 

проходит чувстви~rепъвый пуn, необходимо д.пs ветвей этой пет­

хн определить .ра:эвость (7;- lz ) суммарных \ задерsек сиrваха. 
Если эта разRостJь равна иуп, то необходимо выясни!ь соотио- · 
шение фаз перед~ваемых сиrнахов (C1~C~J· Есх~ ветви петли 
~инфазны, то нуЖJ!IО найти функцию чувствитеJIЪности эJiемевта 

об"единевия ~~ 2~ к одновременному сивфаавому изменению 
двух ero входных перемеиных. Есnи 'ft,z. "#:О , ·то построеВИЬIЙ 
чувствитеJIЪный п;утъ дохsен быть скорректировав. Джs з.пеuев­

тов об"едивения !rипа и (И-НЕ), ИJ1И (ИJlИ-НЕ) эта коррекция 

сводится к тому, что значение перемевиой, по.пученвое иа выхо­

де первой ветви, первnисывается в стохбец, соответств~ 

переменвой на вы:х:оде второй ве!ви. · · · 
EcJIИ ветви 1ает.Пи прО!ивофазиы uи ~,2. ~о , то необходи­

мо блокировать р•аспространевие .сиrна.па ·по 2-ой ' ветви. До 

этого каждая из :ветвей петхи дохzва содерsатъ з.пемеитн фикса­

ции, т. е. элемен'тьt, позво.пиюJtИе фиксировать · .на выходе дави ой 

ветви значение П1еременвой, опреде.пsемое фувцией чувствитеп.­

вости эпеuеита о~СS"едииения. 

ПрИ (Т1 -Т2.( '=АТ~ ветви петп моzно считать вe8JИ!IIPJD­
щиuи, и 3-ю част:ь uropи!ua в.еооходимо повторить дав чувст­

вительного nути, проходящеrо через вторую ветвь петжи. 

Таблица 26 отличается от · таб.п. 2а тем, Ч!О добаuев.н 

записи, опреде ~ющие чувствитехьвый путь через уаиы 8,9,II, 
I3 с вре.uенеu ~:= 9 < 1'1 -=- i.f • Эаписи, опредеJiощие первнй 
и второй чувстви·теnьные пути, подчеркнуты одв.ой и двумя чер­

точками-у соответ ,ствеиво. !роме тоrо, I в КJiетке II-ro стохб­
ца и ID-oй строки заменена на О, взятый из 8-ой с!роки дns 

того, чтобы упро,стить этап доопредехевия. (Цифры со звездоч­

ками оудут оо"яс.вены в пункте 5). 
s. Изменения величин ~~ злементов задержки, вызван­

ное их неисnравностью, 6уде! приводить к тоuу, что правиль­

ное значение · выходной переменной оудет пояВJiяться иа кон!р6-

лируемо.м узле в момент времени t: , не совпадающий с нужным 
моментом "'t-

0 
• Фиксация значений выходной nере:vевнои f (-6) 

в м о ент (·6 ·t- d.) и сравнение ;jтoro вначения с величиной 
1 о . 17-1 ('='е; nо оволяют проверить nравильиость величин 'С' 
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для тех ~лемен1'uь s1адержки, которые воШJiи в данвый чувстви­

теп:ьный пут:ь. 

Тест, характеризующий построе~ный чувствительный пут:ь, 

можно преобразовать так, что он nозволит не тол:ько nолучит:ь 

качественный ответ:: элементы задержки исправны или нет?, но 

и оценит:ь количественно величину сумыарного изменения их ве­

личин задержки. Для этого проведем "расширение" чувствитель­

ного nути. 

Пуст:ь число тактов ti является uакси:мал:ьньш значением 
допустимого отклоне:ния суммарной величины задержки. Тогда, 

начиная со строки с номером (Qi т~), nовторим записи, соот­
ветствующие функциям чувствительности отдел:ьных элементов, 

с{ раз вверх и t{ раз вниз, nри этом в нижних строках в 
столбец ii будем з~~сыват:ь значения Yi 0 

1 а в верхних 
строках - значение i i . При этом столбцы входных перемен­
ных, отвосящиеся к cL строкам, лежащим выше а, -ой строки, 
оставим незаполнен:нWiи, а в эти же столбцы нижних d строк 
перепишем значения nереuенных из а, -ой строки. 

В табпице 26 это построение выполнено для чувствитель­
ного nути с мен:ьши.u времене.u задержки при d = i (ltобавлен­
ные на этом этапе :1начения отмечены звездочками (iEJ). 

3начения nере1аенных, расширяющие чувствительный nут:ь, 

фиксируют момент ~~ изменения переменной на выходе каидо-
~,.. -о о 

го элемента задержки (граница между ft:, и fi ) и сохра-
няют nостоянныuи значения переыеннЬIХ, оnределяющих чувстви­

тельный пут:ь, в течение интервала времени ( i" -~ , t 0 ·~d. ) • 
В резул:ь тате этого изменение значения ~i одного из элеuен­
то:а задерz:=и , вход1iщего в чувст:в ител:ьный п;ут:ь, ва величину 

( ~ N?-. {< -1 _ · о.~ - --· ... -.-., -";· · r"ii--:2 ··ry "'О' , ,.... , та ..,L. ..L. v v(; G,L J-.- • • _, _, '""" '· '"' - ..,,... ..., il ш ...... n (..... 

изменения выхо~ой величины относ ительно момента -~0 на ту 
же величину ± c''ti.. • Сравнение значения f (t~-rd.) со зна­
чением, соответстБующии _ исnравноиу устройству, nозволяет от­

ветит:ь на воnрос: не nревышают ли изменения величин задержки 

допустимых nределов? Если эти значения совпадают, то - нет, 

в противном случае - да, nревыmают! 

6. Чувствительный пут:ь, nолуч~н~ый в результате выпол­

не ния предыдущих часте й алг оритма, определяется значения~и 

входных пере енных эле нтов, образующих эт от путь. Часть 
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_ этих переменных поступает с выходов других элемевт.ов устрой.:. 

ства и, след~ватеJ!Iьно, не может быть подана извне. Назначе -
нием 6-ой части алгоритма является доопределение значений 

входных переыеннЫJIС устройства, необходиwх :для подачи соо~ 

· ветствующих значений переыенных на входы элементов, образу­

ющих чувствительныи uуть. Та~ как для больши!iства логичес -
ких элементов отсутствуют однозначные зависимости входных 

переменныХ. от выходных, то процесс дооnред~ления может nри­

вести к противоречивоку результату, и потребуется выполнить 

перебор. векоторого числа вариантов доопределения, прежде 

чем будет получен удовлетворительный результат. 

Дооnределение значений всех переыенных, необходиыых ' 
для образования ч;у-вствительного пути, начин~ется с элемен­

та, соответствующего заполненному столбцу с наибоJ!IЬшим номе­

ром в строке с наибольшим номером такта. После доопределения 

входных переменных для оставшихся элементов этой же с!ррки 

в nорядке убывания номеров их выходов nереходят к элементак 

ближайшей строки, определяющей значение хотя 6ы одной из пе-

ре.м~ннЪIХ с ноыерои h1 +!., . .. J rn + h • Таким ооразом, на 
этапе дооnределения вторичная таблица просматривается справа 

налево И снизу вверх .до тех пор, nока не останется ни одноrо 

значения переменных с ноиераыи n1 + l ) ... , m + t'\ , которое 

не оnределяется значениями nере.менных с номерами ti,2, ••• , 
m ). 

Для выбора одного из возможных вариантов доопределения 

ср~внительно . nростым .является способ, при котором выбираемые 

входные nеременны:е совnадают со значенияыи этих же перемен­

ных в оЛижайmих верхней или нижней строках вторичной табли­

цы. В таблице 3 n:редставлены результаты доопределения - дли 

данных таблицы 2бl , номера строк ко.торой даны в первом столб­

це в скобках. 

7. Среди столбцов вторичной таблицы выделИм те, которые 
содержат О и I, разделенные груnnой пустых клеток XJ, и запол­
ниu nоловину nус~~ых клеток, nрилегШ>щих к нулевой записи, u, 

х) Этот случай может иuеть место при nостроении ~ес~а . 
для чувствительного nути, содержащего петnю с противофазвн­
ки ветвяки. 
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а ootaвuecs ме!и:и - единицами. Для !огоJ чтоон tакое дооп­

ределеиие не виес~rо противоречивых данных в таблицу, прове­

дем запОJiиение пус: тнх КJiеток в следующем порядке: 

а) заполним 01дин из интервалов в соответствии с указан­

ным выше nравилом, nричем в качестве очередного интервала 

выбираем !от, который находится в столбце с и&.ибоJIЬIIим номе­

рок; 

6) внполним ;ц,оопределение входных перекеиннх. 

Таб.иипа 3 

~ I 2 3 4 5 6 7 8 9 IO II !2 ~!3 !4 !5 
. 

I о 

2 о 

3 О · 

4 {I) I 
5 (2) I I 
6 (3) I I I 
7 (4) I о I 
8 (5) I о о о 

9 (6) I о I о I 
IO (7) о I I О о I I 
II (8) I I о I о 

!2 (9) I о I о I 
!3 (IO) I о о о 

!4 (II) о 

!5 (!2) о 

8. Вторичнаи ~rаблица, полученная в результате въшолие­
ния доопределения :эвачений входных переuенных и моментов их 

подачи, содержит большое число пустых клеток. Содержание 

этих клеток не имеj;:,т значения для правил:ьной реализации ча­

сти теста, связанной с вы6ранныu ч;у13ствительныи путем. Поэто­

му заполнение пустых клеток вторичной таблицы можно выполнить 

с различными целями, одной из которых может быть минимизация 
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-
.общей длины теста при об"едивении отдельн~ чаете~ теста. 

Эффективность разл:ичных способоы минимизации заэисит от осо­

бенностей структуры того устройства, которое организует по­

дачу наборов прове:ряющего теста. Поэтому в ~данном домаде 
вопросы миниыизации не рассматриваются. 

Рассмотреввый алгоритм построения единичных проверяю­

щих тестов для многотактных дискретных устройств. nозволяет 

получить тесты, гарантирующие обнаружение неисправностей, 

приводящих к измен: ению логических ипи временных характерис­

тик одного из эле .. rентов . устройства. К достоинствам описан­

ного алгоритма следует отнести то, что при пос~роении про­

веряющего теста не требуется использование таблицы функций 

неисправностей всего устройства. Следствие• этого является 

сравнительная простота и уДобство реализац~и предлагаемого 

алгоритма на вычис:лительных машинах. 
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ТЕОРИЯ ВОПРОСНИКОВ И ЗАдАЧИ ТЕХНИЧЕСКОЙ ДИАГНОСТИКИ 

Пархоменко П.П. 

ИНСТИТУТ АВТОМАIИКИ И ТЕЛШЕХАНИКИ 
/ПШШЧЕСКОЕ КИБЕРНЕТИКИ/ 

МОСКВА 

с с с р 

В науке ·и технике часто встречаются задачи, решение кото­

рых представляет собой некоторый сложный эксперимент по распо­

знаванию элементов /событий/ конечных множеств путем разбиений 
последних на классы. Примером таких задач ~огут служить задачи 

nостроения прогр~мм проверкиобъектов контроля ,из области тех~ 

нической щ1агностики, задачи кодирования сообщений из области 

связи, зццачи синтеза структур релейных устройств, задачи ти­
па задач по угадыванию задуманного числа и другие. .IарактерньtМ 

является то , что в условиях таких задач готовый полный экспе­

римент, · обеспечивающий требуемую глубину распознавания, обыч­

но отсутствует и ,должен компоноваться в виде совокупностей и 

nоследовательностей реализации заданных частных экспериментов. 

Кроме того, эти задачи, как правило, имеют много решений, сре­

ди которых надо выбирать в векотором назначенном амьtс.пе опти­

мальное решение. 

В докладе рассматриваются вопросы построения оптимальных 

эксnериментов на конечно~~ множестве собъ.ттий с точки зрения те­

ории вопросников, исследуюТся ·связи последней с динамическим 

програмrдzрованием и методом ветвей и границ. Работа базирует­

ся на выполненных Пикаром1 и Дюбейль2 исследованиях частного 
вида вопросников /с равными ценами воnросов/. · 

I. Постановка задачи 
Vll'fl eeт cя I<Онечное множество Е , состоящее из N элементов 

1~ , i = I , 2 , •.• , N • Будем · элементы 1 G Е называть собы­
ТИЯJvш . _а; дому со6.1т и:ю )f ~Е nриписано положительное число 

w{ '1) , называемое абсолютным весом события f и характеризу­
юще е зrш~! 1.юсть последнего. Заф:ю:tсnровано разбиение множества 

Е на .Л клзссов f~ , 1 ~ /Е~/'- N , )А = I, 2, ••• , А . Если 
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число классов равно числу событий, ;\ = N и J E.l' / = I для всех .)' , 
то рассматривается. задача полной идентификации , когда поJШый эк­

сперимент должен обеспечить распознавание каждого одного собы­

тия среди всех других • При .А < N и / E.J'J > I хотя бы для одного 
j) имеет место задача неполной идентификации , требующая тоJIЬ­

ко распознавания любой пары событий, принадлежащих разным RJiac­
caм Е_,р. 

Задано также множество Т разбиений ?· , (/ .:: ~ , 2, • •• , 
/Т/ , множества Е на классы. Элементы -1: 6 Т назовем воnроса-
ми. Число a,(t} , 2 6 ec.{f)~ N, классов Ej(-c) , f(f} = I, 2, .• •• , 
{).{t), в разбиении i: ~Т называется основанием вопроса t . При­
знаки, по которым выде~ся классы событий в разбиении t GT 
называются ответами /или исходами/ вопроса t . Каждому вопро­
су f 6 Т приписано положительное число с { t) , называемое ценой 
вопроса t и характеризующее затраты на реа.JIИза.цИю соответст­
вующего разбиения. 

Расширим заданное множество Т вопросов следующим есте ст­
венным образом. Образуем систему множеств, элементами Е. кото­
рой являются множество Е , массы E~(t} , а также не пустые 
RJiaccы всех возможных пересечений разбиений fc Т . При этом 
каждому вопросу -у · ~ Т соответствует совокуnность разбиений -~· 
множеств с на классы Е;-~1 = ~ft)П Е , ;(~) = I, 2, •• • , a(?J, 
где a,(fj)- число классов в разби~нии ~- • Очевидно д(~J~d(~). 
Пршv1ем с (f/) = с {о/) . Разбиение СГ dудем т~е называть· во­
просом по основаниJЮ а. (ct} и с ценой с. (z) . Образуем расши­
ренное МНОЖеСТВО r ВОПроСОВ ИЗ ВСеХ ?:"' , ДЛЯ КОТОрЫХ a{f)~.z. 
Так как при & ~ Е имеем ~· = ~· ' то т~ r . 

· Сложный эксперимент по идентификации событий множества Е 
с помощью разбиенm~ последнего на классЫ может быть представ­
лен1 ориентированным графом 4 = { Q U Е/ r) вида ирадерева 
с корнем Х0 Х 1. Внутренние вершины и корень графа 4 образу­
ют множество Q вопросов; дуги~ исходящие из вершины x6Q, 
называются исходаvш вопроса х , а их число а(:х:.), .t ~ д(х) ~ ~­
основанием вопроса х ; каждому вопросу х приписана ·цена с(-9>0 . 
В задачах поJШой идентификации конечным вершинам графа с; со-

: х; Конечный граф(Х1 !) называется ирадеревом с корнем Хо~Х, 
е сли : I/ в каждую 1:3ершину 1 Хо заходит только одна дуга, 2/ в 
вершину Хо не заходит ни одна дуга и 3/ граф ( .х r} не содер-
жит контуров . 1 
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поставлены соб:ы~rия j t- Е и приnисаны веса w(y) • В случае непал­
но.[ идентификации событий множества F конеч~ вершинам гра­
фа · 4 сопостав.лены ~ v./1 !f v "" 1\1/ подмножеств Ек_ ~ Е;и, k =_ I, 
2, ••• , V , причем U EIC = Е , и приписаны веса w{4)= L. w(y}. 

k=-f Х 'JG4 d. 
~раф с; называется вопросником ДJIЯ Е 1. ~ 

Относительно вершины r: Е Z = О l/ Е графа. {;_ будем раз­
личать множества ГЕ -ее последователей, fi!\2 =Гrvr(r~i/. .. -
ее потомков, г- 12 - ее nредшественников и _;-f2 \~ =Г-; uг-rг-"r)u 
ее предков. Вместо абсолютных весов w~событий удобнее рассма­
тривать их относительные веса f(Y) = jJ) , где w := 11: wf!) назы­
ваемые дальше просто весаw.и. Весом вопроса х ~ Q 'называется 
величина f(xJ = 1fгхп~ F{j). Ценой пути из Хо ·в ~ с Z называ-
ется сумма с. (-хо/?' = ~ \:е- с (х) • Цеца пути из Хо в lf t:-E 

/ х~ -1 ~ . (/ 

характеризует затраты на идентификацию события ~ • 
На вопросю~ки могут быть перенесеНЪI все представляющие пра­

кт.ический интерес характеристики описываемых ими экспериментов. 

Одной из достаточно общих и в то же время практически полезных 

характеристик вопросника ~qется3 цена его обхода, определяе-
мая выражениями: 

С (х" : Е) == ;;- ~(x~;~)·f{J,) = L_ c(j)·f'(7) 
/ J;.c Е . 7· t- Q 

/I/ 
и соответств:ующа.я средневЗвешенным затратам на идентификацию 

событий по вопроснику в целом. Для вопросников с равными цена­
ми вопросов из /I/ получает· с~ длина обхода вопросника, отве­
чающая, например, средней длине кодовой комбинации в кодах Шен­

нона-Фано или среднему числу onepaцvili в задачах сортировки. Ес­

ли цена вопроса есть стоимость /время/ реализации 'отдельной 
проверки, а вес события - вероятность исправного .или неисправ­

ного состотiия объекта контроля, то /I/ дает среднюю стоимость 
/среднее время/ определения состояний в условной последователь­

ной программе проверки. 

При одних ·м тех же множествах Е и g- ,' вообще говоря, 
могут быть построены разные вопросники для Е , различающиеся 
между собой составом и последователрностями реализации вопро­

сов и mлеющие разные цены обхода. вОnросник для Е , обладаю­
щиr миниМальной ценой обхода, будем называть оптимальн~. В 
докладе исследуются свойства оптимальных вопросников и методы 

х; В дальнейшем , если сnециально не оговорено обратное, 
рассматриваются вопросники для задач .полной идентификации. 
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построения nоследюrх. 

2. Оnтимальные вопросники 

На основе преобразований заданного вопросника 4. для Е , 
zнвариантнь:х относительно числа ~"., его вопросов по основандю 

а,." , т € Н, и чис.ла J~ его вопросов с ценой с~ ·, t~L ,/М, L­
некоторые числовые множества/, nоказано3 , что опти 1альный во­
nросник, позвоJ!Я1()ЩИi: !1.дентифицr ровать N событий с по.лощъю 

Ь 'J-м = fi_ 'f~ воnросов, m-Аеющих осноьания aw, i. цены с~ , 
есть прадерево с корнем Хо , в котором N'-= :г:_ llлr(«w.-V -f '1', 

~~м r· 
и тан:ое, что его вершинам, расположен т в неубывающе. пор. д-

ке относительно их рангов, приписан:.~ веса в нево зрастающе v1 го­

рядке, а цены ведущих к ним путей - в неубь.rвающен'! порядт<.е , пр1. 

этом воnросы расnолагаются в невозрастающ м порящ е относлтель­

но их цен ; среди всех вершин, _и11rеющ11 х такую же цену ведущ~>х к 

НИМ путей, KaR И ПОСЛеДОВаТеЛИ ВОП 10Са ПО ОСНОЕаНИЮ а.. , неm 

ни одной, вес которой превышает суrм .у весов других ~ верШlш 

с той же ценой ве~х к ним nутей . 

Пусть известно, что для построения вопросн.1 а с; для Е 
необходИJ\ю и и_n.~еетея j~п вопросов по основанию а"' , m ~М 
среДЕ которых fje вопросов И1\1еют цену Се , i' G L • Тогда :з 
ариведенного определения вытеr<ает следующиi1 алгоритм /назо:з~ .11 

его fl I/ построения оптимального вопросника. 
Образуе!l!. список I расположеныых в неубывающем горядке ве­

сов ?(!J, t. = I, 2, ••• , Л1, и список 2 пар 1 '} ', 9· /,. рас­
положенных в неубн:вающем порядке ocнoвairn·: С} . , t/ = I, 2, ••• , 
2.. fl.,." = 1 aJ вопоосов и расnоложенных в невеэра .:rг.юще· 1 поряд-
м~мr . 
ке цен с/ , ;· = I, 2, •.• , "l7. j~ = / Q / вопросов . Вычеркнем 
из списка 2 первую пару 1 CA.i, 1· ./ с наименЬ ШL\1 основание. 'i и 
отнесем ее к во просу 7· . Вычеркнем из списi\а I ~· пе _9вых /на­
именьших/ весов и припише ·11 их tl;' последоватею=rм вопроса 7 · . 
Определим вес f(X;) вопроса 7 · и вне сем его в список · I с 
сохранениеw~ в последнем неубывающего порядка расположения ве­

сов . Снова обратимся к списку 2 и возьме1 его nервую не.в lчерУ­

нутую пару / ~· , 1· / :и т. д . Буде1 1 повторять описанны опера-· 
ции до тех пор, по·ка не будет _ вычерi<нута из списка 2 последняя 
пара 1 а.!~/, с/&/ / с · наибольшим основание А и нг. 1 енъше-i~ цена~: 

во :росг. ; при это.А из сnиска I будут вычерvлут последние CLfQ/ 

не сов. 

Изложешая процедура проста, почти не треб]ет перебора ва-
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риантов и гарантирует, что полученный вопросник будет иметь це­

ну обхода, не превышающую цену любого из во просnиков для Е , со­
держащих f"" вопросов по основанию а'" и 1-~ вопросов с ценой t'e. 

Реализуемым вопросником назовем вoпpocнvili, у которого каж­

дый вопрос из С7 является вопросом из заданного множества sr­
вопросов, то есть для каждого вопроса х € Q найдется такой 
вопрос т Е- У, что а(~)= a('l) , c(:JC} = c(<t} и f&IJ Е = ~(f}д,ля 
каждого ~ Е- Г х , . или, короче, вопросник, у которого Q с У. 
Ясно, что алгоритм А I не всегда ведет к nолучению оптималь­

ного реализуемого вопросника. у слови е Q !(; r всегда соблюдает­
ся для задач' у которых ~дножество r содержит все воз "южные раз­
биения на множества Е на а.(.,У = а = CPnJ t классов, прzчем цены 
всех разбиений одинаковы, с (tt} = с. = U~nJ t . 1римерами таких 
задач являются упомянутые выше задачи кодирования и сортиров­

ки. Нетрудно показать, что из описанного алгоритма построения 

оптимальных вопроеников с неравнш.ш основаниmJiи и цен~ вопро­

сов, как частны'1 случай, вытекает алгоритм построения оптималь­

ных вопросников с рав~1и ценамИ вопросов1 , пред~тавляющий со­
бой обобщение известного 4 алгор'1I'rма построения неизбыточных ко­
дов. 

ПостроеiШе qпт:ималъных реализуемых ВО11росников при н~чи.и 

ограниченvrn на з~цанное мЕожество sr- вопросов рассматривает­
ся ниже. Здесь отметим, что если из задан~ого 1vШОжества r во­
просов выбратьт~м~м вопросов с как можно более высокими - осно­
ванитли а,., и ~ Q t вопросов с как можно более низкими цена-

U·L ,r -
ми с(. , то цена обхода построенного по описантiому алгоритму 
о nтимального /не обязательно реализуемого/ вопросника представ­
ляет собой нижню_ границу цены обхода вопросников ~q ~ • Эта 
нижняя граница сравнительно легко вычисляется в процессе рабо­

ты алго-оиТivlа А 1 и цости.Ж}LТV!а, когда для построеннаго оптималь-- а--

него вопросника выполняется условие Q !!:-У. Знание нижней гра-
ницы . дает возможность оцени~ать качество вопросников, получен­

ных "приближенными" методами, и позволяет организовать постро­

ение оптимальных peam1зyerJIЫx вопросников .етодом ветвей и гра­

ниц. 

3. Рекуррентное Еычисление цены обхода 
Будем обозначать вершины вопросника двумя индексами[; s], 

где z - ранг вершины, а s определяет ее положение среди дру­

гих .. вершин ранга г .. 1усть с; = ( 21 r)- во .росник для Е и 
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. &z 5 - его вершина. Подвопросником с корнем -21'. .s вопросника с; 

.ЯВ~еТСЯ Граф c;l,. ! · = {2l_.s1 fiJ), ГДе ~.S = гl;s ~ z , а 
отображение ~ .s определено следующим образом: r;~ 2 ~ Гi! П 2 ~s. 
Подвопросник c;~.s является вопросником для Ez ~ = Г 2l'. s /J Е 

Если вершина ?..-,r € Zz/s ' то ее· вес в r .вопрос~ике с.; , 
есть f(~f), а ее . относительный вес в вопроснике ~~.s равен 

!) 
p{w; f:) r 

f'z s ( w; 1:- = -{-.- • Пусть, кроме подвоnросника '-"' l 5 , им е-,. ? '1!,..5>_), . "/ 

ется вопросник С~ 5 для Е1. 5 • Операция подстановiш nодвопро-
сников в вопросншi~~ С:. для,. Е определяет новый вопросник с;~, 
для Е , получаемы:Рi из G ~ем замены подвопросника 4? s во- . 
.uросни:ком 4 ~s с nоследующим пересчетом весов вершин последне­
го умножением их на f(~ ~) • 

Согласно /I/ для цены обхода t;" 5 имеем: 

Cz, 5 =:С { ~$j; J Е$ s) = L С {i!$51 )',) ·;oz,:s (j'c), /2/ 
. 1,·t:E~~ 

Вместо /2/ можно записать 

Cz = L_ [с {i$s/jJ -. с {ir,sj/·fz,~ (!) + ~ c(~r,s) ·fz, s {J,)-/3/ 
1 .s J!,'G Ez,. s i' ~Et,!. 

З'аме'!Jая, что: 
tl(~$S) 

Е~ s = n~ Ez~~ ," ) f~.s fjJ = f z~~ п (J) · fz, s (г~~ п )> 

С (l 1.,."' n ,j) .: С- {t$!и :J) - с(~~ s); 

и учитывая /2/, иэ /3/ получаем: 

C~s = с(~г,.!>) + L fz,s(z~~п)· · cl+~~· /4/ 
~и." ,.,· G Г r~ .s 

Следовательно, цена обхода с; 5 подвопросника t; ~ ~ ранга 
'/ 

z равна сумме цены c{~~s) его корня Z~.s и взвешенной сум-
мы цен обхода с;+-1'. п nодвоп оосников с; l+., ,., ранга г:.+ I, :кор-

1 - J 

ни r Z+f п которых ЯВJIЯIIJI'CЯ последователями корiШ .~ l', !. • 

Ес~и 1!~!:. = ~~ 6 Е , то Г~?s = ~ и из /4/ следует: 
c?S = c[~z;s.) : ctj) -= 0. /5/ 

Фор iулы /5/ и /4/ позволяют ре:куррентно вычислять цену об-
хода любого подвопросника 41, .s во)Jросника с; , в том чис-
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ле Цену обхода самого L; : 
с= cr~~~/~): c(xQJ + L tf~иJ· ~п. 161 

~-f.п G ГХ0 

Лока"ltем, следуя'2, следун{щее утвержденхе: оnтимальный во­
просн~ш состоит из оптимальных подвоnросников. 

Пусть 4 - оптимальный вопросник. Предположим, что в С 
есть неоптимальный подвопросник c;?.s с ценой обхода L?s • Тог­
да существует оптимальный вопросник ~;s для ~~5 с ценоv 

1 ., 7 

обхода С z, ~ , причем 

/7/ 
Пусть 2:: - минимальный ранг неоптЕМальных подвопросников 

в С . Если z = О, то неоптималънЫJil. является в~просшш 4 
что невозможно по условию. Примем , что для всех w ~ z. , о~ z ~ l;.., .~ 
1 z,." - максiL\1альный ранг вопросника/, все цоДВопросюш.и C:w;-1 в 
G оптимальны. Выделим подвоnросник G z-.,, i · с корнем z z-~ -f ~ 
ЕГ1~s· Этот подвопросник оnтимальный и согласно /4/ mлеет це-
ну обхода . 

с_ : c{zl-ft-) + /.)z_., t {1,sJ·Cz s -t Г ?1-~1: (г,пJ· ~" . /8/ 
z ~ f , -· 1 ./ 1 i f г~ -' \.. 2 

~17 l-"f С' 't,-' 
~ , , 

В вопроснИR:е L?'l-', f . выполним подстановку подвопроснmш с;; .s 
с 

, 7 

вместо ~r.s • Для · пощrааемого нового вопросника 4 г-~ -1- имеем: 7 , 

, , 
cl-7'.-': c{~l-li-)+fz--rt- (z,~-Cl.S + L fг-1'f(1,п)· Lt"J· /9/ ,r: t/ 1 1 ~ , ., 

z::~ 17 ~Г cz-~ ~ "-.~r..~ 

.Сравнивая /8/ и /9/, в cJtury /7/ получаем: 

с:-~ t < С г-t; f /IO/ 
что неверно, Ta.I-t: как L; 2'-t; t- оптимальный по предположению. Ут-

верждение доказано, причем оно справедливо также для оптималь­

ных реализуемых вопросников. 

4. Оптиr.•альные реализуеl\ше вопросники 

Пусть Е*- множество всех возможных различных непустых 
подмножеств ~· множества Е , содержащих "!/ ~ 1\1 событий. При 
~· ~ 2 будем называть допустимым для '1· вопросом ?t: 9';аданное 
разбиение пощvшожества s-· на a(z) , 2 ~a('i}5"/_". классов~;л, 
n = I, 2, ••• , а ('t). 1Ножество допустимы~ для ~ · вопросов 
обозначим ~ • Если т/ = I, то примем :;· = ;/ • Тогда Е.~ .. f 
есть множество допустиNШХ вопросов, которое называется (!овме­
стvJ.Мшл , если для него существует хот я бы один реа..л: · зуемы ~· во-



просниа для Е . Назовем ситуацией пару ( ~·/ rJ и порядком 
ситуации - число ~~ · элементов в ~· • 

ВЬIПlе отмеч;:.ло ~сь, что при наличии ограниченJii,Й на множест­

во r заданных вопросов алгоритм 11 I может дать оптимальный 
реализуемый вопросник только случайно - тогда, когда все вопро­

сы хотя бы одного иэ . всех возможных по алгоритr~ вариантов ока­

жутся до 1rуст:имю.ш. Изложим общий алгоритм 11 2 построения оп­
тимальных реализу1емых вопросников, базирующиtся на процедуре 

рекуррентного вычИсления цены обход9. вопросника. 

Пусть -'z: - множество всех реализуемых вопросников для Е 
и для совместимого множества g- допустимых вопросов, а .S ~ -
множество всех /реализуеМых/ подвопросников указанных вопросни­
ков из ,_z . Возможной ситуацией назовем ситуацию, ко~ о рой. со­
ответствует реализуеl\I!ЫЙ подвопросник из · .5 ~. Возможными допу­
ст:и.мыми вопросш~и назовем вопросы реализуемых вонросников из ~. 

СГI 
!Jножество возможных допустимых вопросов обозначим v • 

Iусть; ( ~· .~ ~f'J- возможная ситуация порядка ?' . Если 
( E.i , 1" ) возможная · ситуацт.ля порл:д: .г. I, то соответствующи:ti 
ей реализуемый подвопросник является вырожденнымх/ и nоэтому 
оптимальным с цено~ обхода 

Со { ~·, !}') = Со (r;J Ф) =о/ 1· ;: ~ .z/ . .. .~ N. 
/II/ 

CC'J 
редположим теперь, что для каждой возможной ситуации (~, 

J к. пор.rт.дка м/4: , f ~т" < "'j. ~ N , уже построен соотве.тству-

ющи'1 ей оптим.:::.льный реа.лизуемьШ. подвопросник. Возьмем возможную 

ситуацию ( l/ , o/"''J· Возможный допустимый для <1· вопрос cz- по 
основанию ~(Z/ ec'Jrь разбиение ~· на a(f) непересекающихся и 
непустых подм.ножес~rв ~;п , каждое из которых имеет число эле­
ментов tn1 ~ n < ~- • ; о услов~ю для каждой -из возможных ситу­

аци1 ( cj~ п 1 ~ п ) у-..ке построен оптимальны·~~ реализуемы ·: подво-
роснrк . Тогда оптимальным реализуемЪIIVI подвопросником, соответ- . 

ствJТ!ащи.r,1 возможной ситуацтд:и ( Ej ~ 'l") , будет подвопросник , 
у оторога цэна обхода ~.mнимальна: г-J )] 

С 0 ( Е1~ g;) = :'~'rп· 1 Гс(z:) + i!_ fh · (о {~;п; f[;:)J, /I2/ 
V "1:~-:: ~ L- n=1 (/ . (J 

где )_:r;;.,tr;J 
fп = L fr/) 

Jcff·· r 
х; Вырожде нню..1 называется вопросник для одного события . 
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Нетрудно видеть, что рекуррентное соотношение /I2/ пред­
ставллет co6oU ф~Iкциональное у~авнение дивамичес~ого програм­
мирования с onepaтopo:.i минимума • Таким образом, продедура по­
строения оnтимальных реаJIИзуемых воnросников по алгоритму /1 2 
состоит в рассмотрении всех возможiШх ситуаций порядка"., на­

чинаq от ~~ = I и кончая ~·= IV , и в nостроении соответству­
ЮDUiХ им оптимальных реализуемых подвоnросников. Искомый воnро­

сник соответствует возможной ситуации ( Е1 r') . 
Алгоритм R2 позволяет строить реалиЗуемые вопросники, 

оnтимальные не то.лько в смысле минимума цены обхода~ во также 

относительно других целевых функций оnтимизации, дает возмож­

ность получать как одно, так и все решения, r.,оЖет быть легко 

модифицирован для решения задач непоJIНОЙ ид_ентификации. Недо­

статком этого алгоритма .является большое число вычислительных 

оnераций, оnреде.ляемое в худшем случае .2 Н.J Т/ х 1 обращения­
ми к формуле /I2/. Перейдем к рассмотрению а.пrоритма 113 , пред­
ставляющего собой процедуру метода ветве~ и гравиц6 и исnоJIЬ­
зующего алгоритм 11 I для вычисления mшней гра.ниi.U:l цены обхо­

да вопросника. В оnисанном варианте алгоритм /12 строит иско­
мый воnросник в наnравлении от его конечных вершин к корнюх~. 

Алгоритм 1/3 излоЖим в варианте, когда nостроение вопросника 
ведется, · наоборо'1~, в наnравлении от корня Хо к его конечным 

верши!Iам. 

Пусть тлеется ирадерево 4 с корнем хо , реализующее во­
просник с; д.ля с- . . Выделим в L;. nодпрадерево 4 z ~ С с 
!{Орнем Хо , входящим .в множество Qz внутренних вершин к~ , и 
с rr.ножеством ~z. конечных вершин Jz. • Кроме подnрадерева C:z 
прадерево с; содержит }Ez/ подпрадеревьев · С;~. с корнямиj'z€Еz, 
реализу:-ащих соответствующие им /в том числе, возможно, вырож­

денные/ подвопросники С 1z. для Е"~. , .1ричем z~fJ:z= Е • Цену 
обхода вопросника 4 можно представить в видl: · 

с {Хо, Е)::: L f(:rz).c(xJ+ z_ "r,~J .' с,~ /I3/ 
Xz € Ql. )z€tl 

где f(I~J = L f (;J) и c,l. - цена обхода подвопросни-
ка 1 Чzt-Evz 

'-'~Jz. • d 8 - ~ -\ 

Определим начальную возможную ситуацию ( [,/ -~ f- Т; по-
рядка N . В каче стве первого во .....,роса хо искомого оптимально-

х 1 В ряде сл-учаев возможно-.,rмень _;ение числа операций за 
спет предварите . ьного определения все :;;с воз_южных ситуаций . 
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го реализуемого во~росника может оказаться любой вопрос i ~ Т , 
то есть имеется /Т/ вариантов /ветвей дерева решений/.Для каж­
дого варианта определим возможные ситуации {с1~п 1 ~:),по ал­
горитму 11 I построим оптимальные /в общем случае нереализуе­

мые/ подвопросники, соответствующие каждой такой ситуации , и 

найдем цены обхода последних Со (с;;,..,, ~,.,') . Затем согласно 
/IЗ/ определим цену обход~ вопросника в целом ~~ каждого ва­

рианта и выберем для продолже~идJрешенL~~Я вариант, который дает: 

С (хо Е)-= ;,. ,п ~(i) + ;Е_ fп ·Со ( ~· n С.Т: ')1. /I4/ 
"/ -t € т L- "=-1 (/ 1 1 /'".. 'J 

На следrillщих шагах описанные операции повтор~ся пр~пле­

нителъно к возможнJьlм ситуациям, выбранныи на предыдущем шаге. 

ДопоУJ.Нительной операцией при этом Является операция сравненя.я: 

минимальной цены обхода вопросника в целом, получен~-юi. на дан­

ном шаге, с цент~и обхода, полученными на предыдущv.х шагах. Ес­

ли варианты данного шага дают более высоi<ую цену, че;-л какой-Jiи­

бо из вариантов предыдущих шагов, то для продолжения решения 

ьыбирают последний.. Оптимальным реализуемым во uросником будет 

первый полученныБ по ходу решения реализуемый вопросник для 

Е. 
В болъm~нстве случаев метод ветвей и границ дает сокраще­

ние объема вычислительных операций по сравнению с процедуроИ 

динамического программироzания и является столь же общи.r-.1 , как 

и последняя. 

~;. О "приближенных" методах по стооеь-ия 

вопросm~ков 

~рактически всегда множество событий Е можно предста­
вить как полную систему событ ий. , вероятности __ которых равны и~<: 

относительным весам. Исходя из этого, довольно часто в !ро . е­

дурах построения вопросников используiот условну:о энтропию ран­

га z в качестве функции предпочтения nри выборе_ решения на 

каждом шаге. Это соответствует максимизации на каждом шаге фу­

нкции 

Н = ./" fz s (2+-/ и) t'сп; 1 
f /15/ 

пt-Гr.t_~ " , (/a~s fz,s{l-l~n) 

то есть выбору такого разбиения nодмновест ~а Е г, s , которое 
обеGnечивает получение наиболее близких между собой весов во­

просов [z+~ n] , являющихся последователями вопроса [~, ~] • 
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Другой " приближенной" процедурой построения вопросников, 

также часто используемой в практике, является процедура, изве­

стная под названием метода Шенвона-Фано для построения кодов с 

перемен:юй длиной кодовых комбинаций. Согласно этой процедуре, 

лучш:им на каждом шаге является такое разбиени~, которое обес­

печивает по.~ение наиболее 6лизких между собой весов воnросов 

[z~~n] при условии собJIЮдения расnоложениявесов событий в не­
убывающем /или невозрастающем/ . hорядке. 

Исследования своzств воnросников, оnтИмальных в смысле ми­

нимума цены их обхода, а также вопросни~ов, оптимальных с ин­

формационноИ точки зренИя, · показывают, что обе указанные функ­

ции nре~очтения не гарантируют получения оптимальных воnросни­

ков даже в случае1 • 2 вопросников с равными ценами вопросов. 
Причем, принцип ~~ffiсимализации условной энтроnии дает в общем 

случае более далеFmе от оптимальных решениЯ, чем метод Шенно­

на-Фано. Это объясняется тем, что в первом случае более грубо . 

нарушается свойство . оптималъвых вопросников, состоящее в том, 
что среди всех вершин, имепцих такую же цену ведущих к J!ИМ пу­

тей, как и последователи воnроса по основанию &\.. , не до.пжно 

быть ни одной, вес которой nревышает сумму весов других а вер­

ШЕН с той же цен~й ведущих к ним путей. 

В заключение отметим,. что теория вопросников дает возмож­

ность рассматрива~rъ свойства вопросников, оi_Iтzмальных в сwс­

ле IVrnнmлyмa или максимума других, отличных от упомянутых в до­

кладе, целевых ФУJГ~ЦИЙ оптимизации и с~т хорошей основой 

для классификации сл~жных экспер~ентов по распознаванию эле­

ментов конечных множеств, независимо от их физического содер­

жания и других особенностей. 
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ВЛИЯНИЕ ПЕРИОДИЧНООТй КОНТРОЛЯ ~ НАдЕЖНОСТЬ 

ВОССТАНАВЛИВАЕМЫХ УС РОиСТВ 

Гаркави А.Л., Гоговевекий В.Б., Грабовецкий В.П. 

Научный совет по проблемак надежности АН СССР, 

Москва, СССР. 

В докладе рассматриваются· некоторые методы определения ха­
рактеристик надежности контролируемых :восстана:впиваеыых уст­

ройств. Предлагаемые методы используются для решения ДБух групп 

задач. 

I 

Первая группа задач связана с изучением хар&ктеристик на­
де~ности эnизодически работающих /по вызову/ устройств, - во ва­

ходящихся длительное время во :включенном состоииии. Определя­

ется влияние пер1~одичности и характера .ковтроnJШХ про:веро.к на 

работосnособиостъ устройс~. Находится :вероитиостъ тоrо, что 

устройс~о будет исправным :в проиэвохъный момент времени t: и 
безотказно проработает в т_ечевие промефка rc- - :Р ( t- , 'С") . 
Предполагается, что контроль работоспособвос!И таких устройств 

не является неnрерывным, т • .к. непрерывный контроль либо ве:воэ­
можен, либо веце.песообразев. 

Принятые доffущения: промежутки :времени между отказаии уст­

ройства и время :восс~ановлевия распредепяютсв по экспоненф1алъ­

ному закону с параuетраии Л и ~ соот:ветст:вевво. Ковтроп осу­
ществляется игво:венно, контрольная аппаратура абсолютно вадеа­

ва. 

При решении этой задачи рассмотрены два CJIYЧ8fl. 

а) Контроль осуществлвется через сnучайные промеzутки време­

ни tкit распредеЛеННЫе ПО ЭКСПОИе~SЛЪНОМJ ЗаХОну С Параuе!роМ 
о( (рис, Ia). Контролируемое устройство, включенвое в момент 
вреuени t = о, находится в исnравном состоянии до поивлевия 
отказа случайное вреJ4Я f . Оrкаэ обнаруживается · то.пько через 
случайный nромежуток :времени to{ в тот uоuент. когда устройство 
контролируется. После обнаружения отказа он устраняется за сл .у­

чайное время t~л устройст:во :включается и процесс повторяется 

снова. 
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Т8Dк образом копроuруекое уС!'роlст:во моае~ вaxo,IOincи 

:в ~рех сос~оввинх: 

сос~оsвве I - устроlс~:во вспра:вво; 

сос~оsвве 2 - устройс~во веисправно в не :восстава:впи:вает-
ся; 

сос~овиве S - уjатройспо веиспРавно и :восстава».пи:вается. 
С~аlвнй процесс фувкц;~овиро:вания контроuруекого и ковт­

ропвоrо устройспа, иэобраиеВВЬiй на рис. Ia, uоает б~п:ь опи­
сав сnедующей систе•оl уравнений: 

~' (t}:::- л ~~(t} +.;И Рз (t) 

~/ (t)= -о( ~{t) +'А~ {t) 

rде о<.= .1_ - ивтевс:иввостъ копроJIЯ; 
Тк 

Т~< - средвое :вреd меw ковтраnными проверка101; 

:·:(I) 

q {t), f1(t ), t;(t J- вероивосп пребы:ваввв ков~роnируекоА 
аппара~в в момент :времени в состоави• 

1,2 и.пи э. 
С . сте уравнений ~'I) решамся при вачаnша: yCJioвиsx: 

q (о ) = 1, ~ (о ) == ~ (о ) == о 
~. е. пр вимвежоа ч~о в моuеИ! вкхючевия ус~ройство всегда ва-

хо 1- .В В ИOПp&BBOJII СОС!ОJIИИИ • 

В р у ~а е решения cиcтellli уравнений (I), выражение JtШ~ 
fJ. { t } - вероитвост застатъ ус'fройство в исправ-

пр,ои поnвый ее времени запвше~са в 
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с = сХ. +_,.и + ~~ - V~-_"и- А ) 2 -lr--"' ~ 
. г_ 

oL + _р + i\ +- Vfос-_..ц-:Л)2-'rрЛ 
г 

Искомая вероятвостъ опредеnи!ся выражением: 

P{t>z:) = ~{-t) ·e-лrc- (З) 

Предельвые СJiуЧаи ,ДJIЯ веро~ности F:, (t) . 
Ia. Стационарное значение { t ~ e>c::J ) 

~{t)~К;к=1+:е+о ' 

r;це ~ =l , 
.,!А 

2а. Ковтроn отсутс!:вует { tк= с>0 > ос.= о ) 
Р, {t) == е-л.t 

Эа. Непреры:вНЬII ковтроn ( t.к-== о ос==оо, t = оо ) 
f ' 

К rt< :::: i + ае- -
6) Контрол:ь осуществляется nериодически через ра~нне nромеzуtки 

:времени про;цолжител:ьвост:ью n . . 
Случайный nроц,есс функциониро:вания контролируемого и коН!'­

рольного устройqт:ва для этого случая изображен ва рис. 16 в мо­
жет быт:ь оnисан следующей системой рекурревтНЬIХ алгебраических 

ура:внений, составленных на осно:вании формулы попвой :вероя!вос!И: 

(4) 

~ 
-Л~ 

::: е 

;:; i- -Л~ 
== Е2. 
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В Э!ВХ уравнениях приняты сле.цующие обозначении: 

~{~} - »ероятвостъ того, что устройство в произвохъный мо-
мент времени t б~rдет находиться » исnравном состоинии; при -
никается, что до мо.uента времени t имело место n контролъных 
про» е рок ; 
t - промежуток времени от момента последней ( f1. -..: ) контрол:ь­

ной проверки до рассматриваемого момента времени t ; 
Р'- - вероятность ~rсправного состояния контролируемого устрой­

ства в момею~ времени i -с: контроnной проверки; 
~ == 1- р, - вероятность неисправного состояния ко~троnи-

руекого устр<>йства в момент времени L А ; 
~ (f} - вероятность того, что неисправное контролируемо~ уст­

ройство буде~~ восстановлено и не откажет снова на проме­

жутке времени ( о, 5 ) ; 
7_(f) = 1- 7.. (_f} - вероятность того, что неисnравная контро-
лируемая аnпаратура не будет восстановлена или, будучи восста­

новлена, снова отка.жет на промежутке вреuени ( о, f ) . 
Решение систеМ!!~ уравнений (4) имеет следующий вид: 

г -л l( - f\Ai) -:l"t( --:\ ")'1 
e{t}=J'AL~ f~e/ -е _).:-е J+ 

f(1-e-f'} - Л(1-е ) 

-ЛI:)f -.JA:t - Л~) ( -Л~ -J~Yl ± ( 1- е (~е - Л е 1. __ . .Л е - .JA е 
~ (1-e-.r ) - ~(1- е-~) _;и - ;\ 

Знак "+" при четном n , знак "-" nри нечетном n. • 
Искомая вероятност'ь оnределится выражением: 

Р { t, 'L) =:; Р"' ( -t /е-л 'L 

Преде.лъный случай. При п. -- оо ц :[=о 
1 -Л~ -_f4 ~) 

о 1 ... "и<е -е 
Ги ~ К г == J~ ( 1 _е -./"А) _ Л ( -f _ е л f!.} 

(5) 

(б) 

Влияние характера контроля на вероятность безотказной ра­

боты устройств, для рассмотренных выше случаев, иллюстрируется 

зависимостями R, (t} и ~ (t} , представленными на рис. 2. 



53 

В приводимой ниже группе задач рассuатрива~св харак!ерис­

тики надежности у·стройств, ;цnя которых при ~ вwoJIReВИII опреде­

ленных усло:вий, д:опусв:ается работа с перерiвами. Перерьmы uoryт 

быть выэ:вавы необходиuостью проведения контрольВЬJХ проверок и 

восстано:вителъных· реuонтов. Основным требованием ;цnв таких ус~ 

ройст:в является требование о иеобходиuости перерабо!КИ информа­

ции заданного объема за определевВЬiй срок. · задаввый объем ив­
формации разбивается на отдельные группы, переработка которых 

осуществnяется поЭ'rапво. В конце каждого этапа тем, пбо иным 

об.раэаи производится контроль правильиости резуп!l'атов работы 

на этапе. Находят'ся следующие характеристики вадеzиоств таких 

устройств: · · 
I. Вероятность ~ ( tf, t) переработки И_иформации объемом 1f 

за :время -t ~ 1f (1:1реuеииая и-збыточность) при "Z . этапах; . 
2. Математичесttое ожидание М [Т 1 времени Т , затРвчеиио­

го на переработку информации объема 1f при z этапах; 
3. Оnтимальное число этапов Lo , на которое Ва){О разбиn 

цикл nереработки инфорwции 1.1, чтобы величинаН[Т]была миви-
118JI])Ной~ 

Оnределение этих характеристик дает возможность связать на­

дежность устройс~ с их производитепвостью. 

Задачи решаются в предпопоаевии: 

- поток отказов устройств пуассововский с параметром Л ; 
- время rn про:верки .и :время ч проверхи и восстаиомтеJIЪВОГО 

ремонта nринимаютоя пост~янными и равВЬiuи о{ и Й. соопетсtвев­
но, за исключением сnециально оговоренных СJiучаев, когда эти 

:величины принимаютоя случайными с математическими ожиданиями 

d.иft. 
Ниже рассматриваются три случая решения пост8Влеввой задачи. 

а) Контроль осуществляется в конце каждого · этапа сnециапъвн­

ми абсолютно надежными контрольНЬiми устройствами. В спучае во3-
никноnен я отказа (сбоя) результаты :всех этаnов, предшествующих 

nоя:вле . . J отказо:в теряются - отсуТствуют nроuежуточвне вако­

пители (рис. За). 

Тm(ИМ образе , заданный объеы информации будет переработав, 
. если за время t устройство буде~ работать успешно подряд 7 эта-
пов. 
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Прикем rz:n· = Z:~ ~ d . Возмопое в течение времени t чисJiо 
Э!апов опредехяетси выражением: 

[ 
-t: 1 n: v -+т . 

~ 

где . [ х J - цеJiа.и част:ь х • 
Рассматривая прохождение отдел:ьного этапа, как испытание, 

а исправное ПP.OXOJQtteниe одного этапа как событие fl с вероят-
р - 41{" 

ност:ью =е z , приходим к сле.цующей задаче: найти вероятность 
~(n.} того, что cpe»t n испытаний будет имет:ьси хотя бы одна се­
рия из 7.. посnедова'!ел:ьных испытаний, nри каждом из которых про­
изойдет событие fl . Серию Z. последовательных успешных испытаний 
будем наэыват:ь сервей .5''Z • 

Серия ~'Z содерzитси · среди n испытаний лиш:ь в двух весов­
местных случаях: 

I) серия~ содержите~ среди первых { n.-1 ) испытаний; 
2) серия.§; впервые поЯШ!:пас:ь при n -ом исmпании. 
В соответствии с этим: 

~ (п) === ~ {n.-1} + Гl7. (n) 

где 

(V1<.'Z. ) 

П-z(V\)::: ' p'l (n =='Z.) 

{7) 

n"L (п) == [1-~(Vl-'l- i)]q,p~ (n 7 'L ) ~ == f- (;) . (8) 

Учитывая (8), с пом·ощью рекуррентной формузш (7) последователь-
но получаем: 

(к == ь, 1.' .. -' (_) 

(9) 

и т.д. 

Эависимост:ь :вероятв~сти переработки информации У;_ ( V, t} 
от :времени t при разJIИчных значениях 'Z представлена на рис.4. 

Для оnределения: математического ожидания :времени nереработ­

ки информации ( ~ и Чздес:ь nринимаютоя случайными величинами) 
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DO)UIIfCB CJ[J'Чalвd B8D1111118: 

Хк= .:r.c:--:rк-t 
rде Х"- · uoueи оковчаввв восс!fавоuеввв устроlсtва после 

к · -ro опа:ва, uбо моuеп оковчавва перерабоuв информа­

ции (в ПOCJieдвeJI CJIYЧ88 Хк+t = Хк+г = · · · = О ) . 
Тоrда ецучаlвое врема внпопвеввв задаива опреже~Ится: 

Т=7Хк 
к-: ·t 

8 М8!8118ПЧ8СКО8 оuнние времеви ВЩIOnD8IПIB аадапil: 

М{Т] ==~М (Хее] 
Испоnqв иэвем:вые е!одн вахоzдеввя 118!екапческоrо оа­

даиив 1 Ве!рудВО ОКОВЧ8!8JIЪВО ПО~IfЪ: 

r 1 (-t-e-')\"') [ -V -~ 1/J 
м т ( 1-е -ll;ll) Е'-"" е с/ + ( t - е ~ ) ~ ~ z - (I о) 

Харвnер вамевевив IIВ!емапчесхоrо оадавив М [Т] в ааввсиiiОСп 
Glf ЧИСJ18 иапов 'L предfпав.п~в ва . рис. 5. 
Оппмаnиое ЧИCJJro зttапов 'Z.o вахо:двтсв из усnо:ввв ПОJ11118ВU •~ 
10'118. 118t.eмatt~чec:JCoro ozвдaJDUl, опредепе110rо ФOPIIJЖOI (IO): 

~:tf ~ 7. ~ г ли е 1 yz-лd · 
·V~ Ло( . о -. V~/\d' · 

ICJIИ 'Ad II8JIO, !О С ХОро88Й !ОЧВОС!ЪD IIODO привпt.: 

'l <!W · ~ 1f 
о V2.лс1 

(П) 

(12) 

б) Резупnn перерабопи ивфорецив ва каQОм иапе проверя­
IJ!СS поиоревием перерабопи ва &!fane до noDJieвив 'АВ"1Х совпца­
DtП peЭJD!f&!CD ·(ве обвзапАво по~ц). 
Совпадающие резуuтаm счи!аmсв ПJ>авиnвыuв. Спецw8JIЪВ&е коп- · 

роJIЬнне усжройс~ва .ot.rфc!вym. В CJIYЧ&e воэвиквове- овааа 

( сdов) на з!rапе oCSecцeDJIВ8J)IfcB .Р88УJJЪ!а!М пepepa<Scmat ивфор118ЦП 
!fо.иъко ва зтоu э!fапе - преДпuu.rам-св · в&JПIЧИе JI8КOD81'Uel ввфор­
J181t11И. Орrавиэации иацой проверив - вьmод даиввх, cpuaeae и , 

:в cJJyЧ&e веобхо;;unюс'.fи, :восм-авопевие - за.п ~ 1Jpe• равкое 
d (рас. Зб). 

ив. ВJIARO вэ рве. Эб весъ цвu nepepeбcmia ивфор••• сос~о­

и~ иа l. виер:ваJЮВ. На кацом ииttервuе eJQЧalиoe с.о раз {до 
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появления двух совпадающих результатов) повторяются вычисления 

на одном из этапов . 

Успешная переработка информации объемом V за времв t при· 
разбивке этого объема на Z этапов и при проверке результатов 
повторением эквивалентна тому, что среди rt рроверов: веуспошных 
будет не более, чем 11 -2."', так как на каждом из интервалов 
нужно иметь две усшешных nроверки, то есть всего 2 (иnи более) 

ycnemnнx проверок. Используя биноuинаnьвнй закон, попучим веро-

ятность ~ ( V, t ) в следующем :виде: 

n к;\11" И 

!f;_ (zr,t}:::: 2= СУ1к е-~ (t- е-~ )п-к 
1(:.2"t 

(IЗ) 

Математическое оu~ание времени переработки информации .. мо­
жет быть найдено с учетом известного факта, что математическое 

о!tИдание чисnа исnытаний до поЯ13Jiения исiП:iтания с успешным ис­

ходом с вероятво~ью р равно ; • Искомое математическое ожи­
дание запишется в виде: 

A.JL 
м [т] = 2 ( 1.1 +- z d) е -z: (I4) 

Оптимальное число этаnов: 

7 0 ~ -и V j (IS) 

в) После каждого этапа делается абсолютно надежная ·пр9верк~ 
специальным контрольным устройством (рис. Э:в). Пра1mльиые ре­

зультаты переработки инфо рыации на каждом этапе сохраняются в на­

копителях. Дли усnешной переработки информации в течение вреuе­

ви t необходимо, чтобы из возможного числа n этапов не более 
n- 7. быпи неусnешныки. В соответствии с этим.· искомая вероятность 

определится следу~щии образом: / 
n к~11 Л11} п-к 

~ {1J,i) = L С"к е- -'Z.-{1- е- ~ . 
K = '"l.. (I6) 

Математическое ожидание времени переработки информации в 

этом случае ра:вно: ~ v 
м [т] ::: ( -v + z d) е т (I?) 

ОптиJалъное ·число этапов: 

(IB) 
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ВЫВОДЫ 

I. В данной работе предвагается аппарат, позвопи~й обос­
нованно производить оценку некоторых параметров надежности конт­

ролируемых воестававливаемых устройств в соответс~вии с задаиным 

режимом исnользования и обс~вавия этих устройств. 

2. Предлагае~мый аппарат позвоJШет рациоваJIЬно оргавизоВimать 
временную диаrрумму использования устроlст~, что приводи~ к зна­

чительноuу выигрыши в надежности. Этот вниrрыш получается в ре­

зультате, во-первых, вр~мениой избыточиости в, во-вторых вспе~­

ствие разбивки общего объема переработки ивфор~цив на этапы, 

что позволяет ращиональио использовать имеJ)ЩИйся ресурс времени 

(в частности и из-за ~ого, что резужьтатн успешвых этапов не 

обесцениваDтс и используются при возобновленИи рабо!Ы устройсt­
ва). 

э. Оnисаввый подход и поnученвне резуnътатн позвоnию! выби­

рать некотоJШе J~арахтеристикв cвc~ellbl ковтроп - вид коитроu и 

периодичное~ ковтрохя, обеспечиваЮщие задаввне требов8Иiв по 

надежности. 

4. Полученвые резуль~а!Н позвожяют связать характеристики 
надежности устройств с такой важной характеристикой как произ­
водительность (быстродейс~вие ипи пропускпая способностъ). 

Действительно, можно ввести такую характеристику устройства, 

как коэффициент реальной nроизводитеnвости, oпpeдeuelllil отно­

шением чистого времени, необходимо дnя переработки ивфор~ 

объема 1J в пре~положении абсолютвой надваности устройства к ма­
тематическому озmданию времени переработки информации устройст­

ва с учетоu его ненадежности, поэтаnной раб<пН и времени, вео'­

ходимоrо на кон~rроль и восстановление. Коэффициент реапвоl про­

иэводительносФи должен определяться дnя задавиого звачевив веро­

ятности nереработки информации. Звание этих ltВyx характернотих 

дает возможностъ, например, решать вопрос · о выборе веобхо~моrо 

быстродействия при nроектировании цифровых внчиспитеnьиых . машвв. 
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ways. 

The study of extremum control systems has proceeded in two 

Firstly 'empirical' controllers, whose principle of operation 

can be demonstrated intuitively, have been proposed and their perfor-

ma.."l.ces have been studied under various conditions 1
-
17

• Secondly, 

attempts have been made to find an 'optimal' controller 18 
'

20 
'

21 for 

various formulations of the extremum control problem . The second ap-

~roach is the more interesting but mathematical d ifficulties have so 

far prevented much progress. The first approach has produced many ~-

teresting suggestions for empir i cal controllers . The purpose of this 

paper is to compare three of these empirical controllers by deriving 

t heir pe rformances i n connection with the same plant; a plant for 

which the performan.ce of any controller is defined by t he value of a 

s ingle dim en si onless variable, and for which the performance 'of an ap­

proximately optimal controller has been determined. 

2 . The extremum c:ontrol problem 

The problem considere<i here is defined in terms of t h e con-

tinuous-time plant shown in figure 1 . The problem is to adjust the 

pl ant input q so that the extremum output c stays as near its mini­

mum value as possible despite the disturbance z, and the measurement 

n oise e on the measurable output y. 

The equations for the plant are 

c = A( z + q )
2 

= A:x. 
2 

Y c + e 
( 1 ) 

(2) 
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where z and e are stationary random variables of spectral density 

(3) 

The time average c is used as the performance criterion for the vari­

ou s c on trollers. 

The performance of any controller used with the above plant 

is given by the equation 

c = A~ = f ( A, N z , Ne ; c1 , • • • c n) (4) 

where c1 • • • en are t he n controller parameters and the function 

f ( •. ) depends on the particular controller . The de'sign. problem for 
-any c on trol ler is to find t h e values of c 1 • • • en which minimise c 

f or given values of the plant parameters A, N z , N·e· The optimal 

c on troller i s that -wh ich gives the minimum of c for any given A, 

N z' Ne· 

Equation (4) uses three kinds of units; input units, output 

units and time. c is expressed in output units, A in (output 
~ 

units)/ (input units) 2
, Nz in (input units) (time)-2 , Ne in (out-

1 

put units) (t ime)2 • Buckingham's n- theorem22 states that the number 

of variable s i n equation (4) can be reduced by the number of 'kinds of 

unit s ( three here) ·by us ing d:i..men sionless products, so that equation 

( 4) becomes 

ne f (n1 - -n ) d n 

where suitable dimensionless products are here 
~ 

ne = ~ ( N~ e ) 
3 

sui table can bi.nations of 

c1 • • Cn , A , N z , N e 

(5) 

(6) 

(7) 

ne is propor tional t o c for any given plant and is a dimensionless 

performance criter i on . Equation ( 5) shows that the design of any con­

t roller con ists of ch oos ing the values eH, n1 .•• nn which minimise 

e. The r esulting value of n e gives. t h e comparison with oth er con­

t rollers, t he opti 1al c ont r oller havi ng , by definit i on, the lowest 

value of ne. 



The above plant does not contain any time lag. In a practi-

cal extremum control problem there are three essential elements 2 '• ' 1 8 ' 2 c 

a ) A disturbance, or .disturbances, which must be compensated 
for by the~ controller 

b) Measurement errors 

c) Plant dynamics, notably lags. 

The neglect of lags in this continuous-time plant leads to a 

r equirement of infinite perturbation frequency for best performance. 

It will be shown, however, that useful results can be obtained with 

finite per tur bation frequencies. 

3. The Controllers 

Four controllers are considered here, three empirical control­

l ers and the approximately optimal controller derived by Roberts 1 ~ 

he empirical controllers are shown in figure 1 and are typi­

cal of some of those proposed in the literature 1
-

12 
• All three act 

by adding a perturbation of some waveform at the input then multiplying 

· the output by the same waveform in order to obtain an estimate of the 

gradien t of the ext:remum characteristic. A heuristic explanaticn of 

the operat i on of th,es e controllers is given elsewhere 5 , 7 ,s • 

The equations for the sine wave perturbation controller are 

du 
dt 

-u + a cos at 

K(B + y) cos at 

and for the square ·wave perturbation controller 

du 
dt 

-u + a p(t) 

K(B + y) p( t ) 

(8) 

( 9) 

( 10) 

( 11) 

where p(t) a is a square wave of unit amplitude and of frequency · 2i Hz. 

The constant B added t o t h e plant output ha s been shown 
2
''

9 
to be 

u eful fo r cancell i ng the mean value at the plant output when, as here, 

no band- pass 9 , 1 0 or high - pass 18 filter is used before the multiplier. 

It a l so all ows plants whose extremum character i stic has a fjnit~ 

1 e ight ', e . g . 

t..: = Ax 2 + B1 ( 12 ) 

to be rea t ed n t h e ., ame way as the plant considered here by a simple · 
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redefini tion of B. 

These two controllers are described by the four parameters 

a, a, K, and B and there will therefore be four dimensionless vari­

ables on the righthand side of equation (5) for the performance. 

Suitable dimensionless variables are 

:i3 

Aa2 

n,. 

Equation (5) thus becomes 

ne rd (n,, n2, n3, n4) 

The third controller shown in figure 

( 14) 

is similar to the 

s quar e wave perturbation controller except that. a · sample and hold unit, 

sampling at tht:l beginning of each perturbation cycle, ··is included after 

the integrator. It has been shown
5 

that this eliminates the effect 

of the mean value at the plant output, eliminating ·the need for the 

constant B and so reducing the number of controller variables to 

three; 13:, a and K. Thus equation (5) for the performance becomes 

ne (15) 

Vlhere n2, 03 and !J4 are as defined above • 

For these empirical controllers the design problem is to find 

the analytic form o£ equations (14) and (15) and then to choose n1,-IT2 

so as to m·inimize ne The dimensionless variable n4 

depends only on the perturbation frequency a and the plant parameters. 

It is therefore a dimensionless measure of the perturbation frequency. 

Although equations (14) or (15) determine the value of n4 for best 

performance it is of practical interest to know the performance ne 

for other than optimal values of perturbation frequen?y, especially as 

the optimal value turns out to be infinity. To provide for tn is. in 

the following work n4 is considered as an independent variable; 

n1, n2 and n3 a:re chosen to minimise ne f<;>i. given values of n4 

and a graph of ne against n4 constructed. The minimum on the 

graph give s t h e absolute minimum ne obtainable and the optimum value 

This graph i used L~ t n e compar ison of the controllers. 
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4. The performance of the empirical controllers 

4·1 ~~~-.:!~:_!~!!_£!:~~:~~~~:>~-~~~~::~~~=:: 

The system of figure 1 with the sine wave perturbation con­

troller is a special case of that considered by Jacobs and Shering 2 

whose result s can be shown 23 to give the analytic form of equation (14) 

as 

ne 

provided that n1 has the value 

-1.5(1 +W;3) 
this being the best value of IT1 irrespective of the values of IT3 

and n4. 

( 17) 

( 18) 

Equation (17) has been studied using a digital computer func­

tion minimisation routine. Various fixed values of the perturbation 

f~equency n4 were taken .and the routine used to find the values of 

which min.imise ne. The results are shown in Table 

and the graph of minimum ne against n4 is shown in figure 2. 

These results suggest that minimum ne is obtained when IT4 tends 

to .:.nfini ty, when the minimising value of nz also tends to infinity . 

tends to inf'ini ty equation ( 17) becomes 

rre =t(t + ~ n3 (~ J + n~~4 ) 

Minimum is obtained SITe SITe 0 ne when SITz · Sn3 
which gives 

ne ~ (~); 1 .191 ( 19) 

1 1 
with rr3 = 1' ITz = ( 2 ) 3' rr4' . and rr4 -+ <X) ( 20) 

In order to verify these results an analogue computer simulation 

of the system was carried out, to an accuracy estimated 23 to be better than 

~. The system was simulated for various values of the perturbation fre­

quency n4 , the other parameters taking their best values, according to 

_able 1 and equation ( 18) . The resulting measured values of ne are s hown 

on t he graph of figure 2 .. These results suggest that equations ( 17) and 

( 18) are accurate for hi gh perturbation frequencies, though becoming inac­

cura e for values of n4 less than 10. 
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4 . 2 ~~~-~g~~~~-!~!~-E~~~~~~~~!~~-~~~~~~!!~~ 

The square wave perturbation system of figure 1 ·has been studied23 

in the same way as the above sine wave perturbation system, and t l:ie re-

sults take the same form as those discussed above fo~ the · sine wave pertur­

bation system, the equations corresponding to equation~ ( 17) and ( 18) being 

ne = t ( 1 + ~:~ ) ( n:fi
4

) ( n3 + n3 { ~ J + 4 ) ( 21) 

provided that n1 has the value 

n1 = -~ ( 1 + ~ ) ( 22) 

Equation ( 21) was _ studied in the same way as equation ( 1?); t he graph of 

minimum ne again:st n4 is shown in figure 3 and the minimising values of 

n1 , n 2 and n3 in Table 2. These results were als·o .verified by analogue 

computer simulatio11 7 a11d the experimental results are shown on figure 3. 
As with the sine wave perturbation system minimum . ne is obtained when n4 

tends to i nfinity so that equation (21) becomes 

ne = 1 ( nz + n3 (&)2

- + ~ ) (23) 
4 n4 nz n3n4 

minimum ne ~s obtained by setting sne sne 
0 which gives Snz sn3 

ne = 1 ( 1 )k -
2 2 - 1 .191 (24) 

when n3 4 , nz 2(~)} n4 and n4 ... "" ( 25) 

The system of figure 1 with the third controller as a special case 

of the 'derivative sensing' system studied by Chang4• It has been shown23 

that Chang's results for this system, expressed in terms of the variables 

used here, gi ve the following equations for the best design a11d resulting 

performance of the system: 

+ 2b 
ne (26 ) 

~ 
1 - b ' 

n
3 

_ 2( 1 + b) 
- b ( 27) 

where b i s an auxilliary parameter obtained from the pertu-rbation frequen­

cy n4 by the equation 
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( ~: ) (28 ) 

For various value s of n4 , b can be found by solving (numerically) equa-

ion (28) then b can be substituted in equations (27) to get the minimis­

i ng values of n2 and n3 and in equation ( 26) to get the minimum value of 

ne f or the given value of n4 • The results are given _in Table 3 and the 

gr aph of ne against n4 is shown in figure l;. . As with the other t wo 

controllers it i~ seen that the minimum value of ne is obtained as n4 

ends t-o infinity. In order to verify the above results t l-J.e system i;."~ S 

simulated on an analogue . computer . The measured values of ne for various 

values of n4, n2 and n3 taking their theoretical values, are shown on 

figu re 4 , along with the theoretical ones . As with the sine and square 

wave perturbation systems , it is seen that the experimental re sults confi rm 

he t heoretical values only f or high perturbation frequencies, say for 

n4 > 10 . 

\Vhen n4 tends to infinity , the paramete r b tends to unity and 

the equat ions for the system become 
1 

ne ~( 1 )3 
1.191 2 ( 29) 

1 ! with n3 4 , n2 2( 2~) n4 and n4 _. CC o ( 30) 

5. The compari son of the controllers 

In order t o facilitate the comparison the three theoretical graphs 

of ne against n4 are! plotted t ogether i n figure 5 and the three sets of 

experi mental results are plotted together in figure 6. 

The first point of note is that t he optimum value of perturbation 

frequency TI4 is infinity 
1 

when all three controllers ·· give the same perfor­

mance , given by ne = ~(i) ! = 1~191 . This is identically the performance 

o tained byRoberts18 f or an approximately opt imal controller . 

For f init e pel~urbation frequencies the experimental results have 

s!'lown that t he theoretical curves are accurate only for perturbation fre -

quenci e s above n4 = 10. This is the range of most interest , however, a s 

the pe rformance r apidly gets worse as 04 is reduced below 10 . Over thi s 

r ange oth t~e theoretical and experimental results of figures 5 and 6 show 

that he re is lit t l e difference between t he sine and square wave pert urba­

ion cont r oll er s , but t!~t t he cont r oller wi t h t he sample and hold unit i s 
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noticeably worse - about 25% greater ne at n4 = 10. This latter con-

troller has the advantages, however, of eliminating• the need. to lmow the 

extremum height . B1 i n equation (1 2), and of being simpler as there is no 

parameter B to provide or to adjust. In addition ~ it cdn have practical 

advantages such as allowing the multiplier to be replaced by a switch, or 

of making fewer demands on the computer in a computer-cont rolled situation 

as the input need only be adjusted twice per perturbati on cycle. 

In the formulation of the problem no dynamic lags we re considered, 

though these are inevitable i1 any practical situation. The may, however, 

be sufficiently small so that the design procedures considered her e can be 

applied with little error. The graphs of figures 5 and 6 show that the 

performance tends asymptotically to its best value as the pertur bation fre -

quency increases. Thus a finite perturbation f requency can be found whe re 

the perforn:ance is not much worse than the ideal, e.g. n4 = 10 when 

ne ~ 1 . 25 for the sine and square wave perturbation controllers and ne~ 

1. 57 for the cont roller with the sample and hold unit, compared with the 

ideal ne= 1.191. If the lags are negligible compared with this pertur-

bation frequency, then the design given above f or t his perturbation frequen­

cy can be used. The higher the value of pe r turbation frequency which can 

be used and for which the lags remain negligible then the lower will be the 

dif f erence between the actual ne and the ideal value. 
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Tables of minimum n e for some g iven value s of n4, toget.her with the minimising values of n 2 and n3 

'l'ABU.: 1 Si ne wave perturbati o!l con troller 

n4 100.0 80.0 40.0 20 . 0 1 o. 0 8.0 4·0 2.0 1.0 . 0.8 0.4 0.2 0.1 

ne 1 • 191 1 • 1 91 1 .192 1. 203 1. 26 1. 30 1.59 2.28 3.8 4.6 8.7 16.9 33-5 

nz 79 -4 63.6 32.0 16.8 10.0 8.8 6.6 5·45 4.88 4-77 4-57 4·49 4·46 

n3j 1. 001 1 .002 1. 012 1.085 1.43 1. 65 2.99 6.36 . 15.2 20.6 54.6 150 421 
-- -- ---

TABLE 2 Square wave pert~rbation controller 

n4 100. 0 80.0 40.0 20.0 10.0 8.0 4·0 2.0 1. 0 0.8 0.4 0.2 0.1 

ne 1 .191 1.191 1 .192 1.199 1.24 1. 27 1. 50 2.09 3.39 4.07 7-57 14.7 29.1 

n2 158 127 63.8 33.0 19.1 16.6 12.0 9.76 8.61 8.39 7.98 7.81 7.75 

n3 4.002 4- 004 4·031 4.2 34 5.28 6.00 10.4 21.6 50.5 67.9 178 488 ~ 365 

TABLE 3 Controller with sample and hold 

- · 
b .923 .905 .8.20 .67 6 ·469 • 397 .199 .Q82 .030 ·022 .007 .002 .001 

n4 98 .75 79 .24 39.76 19. 96 9.97 7.99 4. 00 1.00 0.98 0.8 0.37 0.16 0.1 

ne 1. 223 1. 23 1 1.274 1. 363 1.57 1.67 2.29 3.69 6.78 8.26 17 ·4 39 .8 63.1 

11 2 16) . 2 •J )2 • .5 69 . 8 38 . 8 23.7 20.8 15.7 13.7 13.0 12.9 12.7 12.6 12.6 

n3 4 .··167 . 4 -210 4-4 39 4· 959 6.26 7.04 12. 1 ?6.4 68.7 92.9 287 1002 2002 
- ----

....., 
tl.) 
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• RELIABILITY AND AVAILABILITY OF 
ELECTRO-NiECHANICAL EQUIPMENT USED IN 

AUTOMATIC CONTROL OF TURBOGENERATORS 

1. INTRODUCTION 

by T.A. Wesolowski Low, 

Central Electricity Research Laboratories, 

Leatherhead, 

Surrey, 

England. 

The Central Electricity Generating Board conducted in 1966/67 a 

field experiment on the automatic control of a power system by means of a 

central computer commanding turbogenerators to come smOothly up to target 

powers in .specified periods of time (Moran and Prewe~t 1969) 1• Machine 

controllers were de1signed to perform this control function. The objects of 

the experiment were to demonstrate that the developed control system could 

become a fully oper.ational tool and to obtain data for future guidance. 

Reliability of the control equipment was among the main topics on which 

guidance was sought. 

·The machine controllers are an equipment whose reliability and 

availability may be usefully examined. Although they are prototype equipment 

they were engineered to operational standards since they were used on the 

actual power system whose secure operation had to be guaranteed. Despite 

their complexity they were the first C.E.G.B. electro mechanical equipment 

designed and manufalctured to meet a specified quantitative reliability 

target. They offer a possibility of an instructive comparison of the original 

assessment with the observed facts. The analysis of their performance and 

availability shows the value of full assessment carried out at the early 

design stages. This analysis is based on an extension of a standard theoretical 

method applied to a practical situation substantiated by experiences. The 

analysis also provides bases for facts which may allow economic assessment of 

the equipment. 

2. BRIEF .DESCRIPTION OF MACHINE .CONTROLLERS 

The machine controller is described fully elsewhere2 and only a 

short description of its construction and mode of operation js given here. 

The machine controller consists of: 

(i) Remote control cubicle for ~~rtion .of operational limits and 

general monitoring of equipment 
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(ii) Interpolator for verification of tbe t~rset powers commanded by tbe 

central computer .and for production of tbe control signal 

(iii) Frequency controller for production of an input to the interpolator 

proportional to the d•~viation of the power system frequency from the nominal 

50Hz. 

(iv) Rate limiter for protection of the controlled turbogenerator 

(v) Speeder motor actuator for the control of tbe turbine steam valves 

as commanded by the signal from the interpolator 

(vi) Power supply and transformer tray units with protective transient 

suppressing circuits. 

The interpolator and the rate limiter consist of analogue 

computing sections utilizing electronic and electro-mechanical components. 

The other units and the logical parts of the interpolator are made up from 

conventional discrete components. 

Interpolatic111 from the actuallY: generated to the commanded target 

powers is normally carried out in a 5 or 10 minutes period in a mode designated 

as T-minutes operation. In addition half hourly targets are issued by the 

central computer to the stations two hours ahead and are stored there 

indestructively. Thus in the event of a breakdown of the T-minutes coamands 

(e.g. due to computer or telecommand equipment failures) the station can 

operate on automatic control for two hours interpolating to meet 30 minutes 

targets. In the existing designs of interpolators the 30 minutes facilities 

provide a small amount of redundancy which does not improve noticeably the 

reliability or availability of the interpolators as such due to the unavoidable 

complicati0111s of the automatic switch-over circuits. However these facilities 

offer the operators sufficient time either to repair the failed equipment 

or to make arrangements for manual control of the power system. If the half 

hourly mode of operation had not been provided as a reversionary mode the 

power system would be :inconveniently difficult to control and be in an 

insecure state immediately after . a breakdown of the commands. 

3. PREDICTION ' OF 'RELIABILITY AND THE OBSERVED 'PERFORMANCE OF 'MACHINE 

CONTROLLERS 

The manufacturer of the equipment produced a prediction of the 

mean time between failures of 26000 hours based 0111 the information on the 

proposed design which was available at the conclusion of the feasibility 

studies. This prediction was very optimistic because (as is common 

experience), th~ final product was at least twice as complex as visualised 

at this early stage (Tc~le 1). The useful outcome of this assessment was 

that the manufacturer was reliability conscious with. beneficial effects. 
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In less than two and a half years 31 satisfactory complex equipment& were 

desigoed! produced, installed and commissioaed. 

Tbe failure rate data used for prediction of reliability (Table 2) 

are based on . experience with large pop~lations of electronic compoaents 

observed in p~r station applications. Where our experience was insufficient 

data of "assumed" failure rates published by Gr~n and BOurne3 (1966 - U .K.A. E .A. ) 

were used. These "assumed" rates are estimates which are claimed to yield 

realistic predictions. It was found in our previous work that the assumption 

of constant failure rate of both instruments and their components is valid 

in practice, within the spans of the lives of the instruments. Thus a 

summation of the failure rates of the components yields the failure rate of 

the equipment in which they . are used, provided it does not contain redundancy. 

The calcula tions of reliability parameters are demonstrated by the 

example of the torque. convertor (used to compare the generated with the . 

iaterpolated powers). The torque convertor is a relatively new device with 

no known recorded history. Its failure rate can be synthesised from its 

construction (Fig. 1). It consists of a setting shaft which rotates in a 

ball bearing and is lloechanically coupled to a torque shaft by two spiral 

sprin·gs. The torque shaft is suspended by two pivot bearings ,at its ends. 

It car~ies five eoil1; (frequency bias, torque motor, sensing and two current 

coils). Each coil has two flexible connections coupling it with the outside 

circuits. In addit:i•on the torque convertor has: t h r ee coils (one excitation 

and two voltage coil:s) , seven resistor s (one hi gh stability carbon f~lm, 

two metal oxide and four special wire wound resistors), thr ee capacitors 

(miniature metallized polyes t er) and a permanent magnet a ll mount ed in fixed 

mechanical positions . The -stress ing of all the mechanic a l components is 

very light thus during norma l lif e of equipment the wear-out mechanisms will 

be negligibl e . The predicted failure r ate (Table 3) is 0 .45 x 10-6 per hour 

i .e. the predicted mean time between f ai l ures is 2.2 x 106 hours. 

For t he whole machine con t roller the pr edi cted failure r ate and 

mean t i me between failure's ar e 137 .i. x 10- 6 per hour and 7,300 hour s 

respectively. The expe cted number of f ailures among 31 cqntrolle rs work ing 

d~ring an 1.8 months period is 41 - 70 at 95 percent confidence level. We 

would expec betweellL 16 and 35 f ailures due to the electronic components 

and be tween 21 and tfl due to the elect ro-mechanical and mechanical components. 

4 . COMPARISON OF OBSERVED AND PREDICTED FAI-L' S 

During thE~ 18 months of observat iOns th re wer altogethe r 141 

occasions of mal opet'ation of the equipment which t he operating t&ff though 

were due to the failures of the machine controller s. Of these 71 i .e. 50 pe cent 
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were found to be due to other causes: e.g. wrong setting of controls, 

incorrect instructions from the computer, genuine turbine faults, unidentified 

faults etc . The in : deoce of such events being reported as failures of the 

machine controllers diminished during 18 months from over 6 per month to 

less t han one per month. 

The predictE!d number of failures of the electronic components 

tended to be pessimistic, i.e. for most types the number of failed components 

were equal or nearly equal to the lower predicted values. J.:..ints, plugs and 

connectors are a notable e:hception with 14 reported against 1 - 11 expected 

failures. However du1dn~ the first seven ~onths of the experiment (June -

December 1966) ten var i ous connector s failed but only four during the 

remaining 11 months of the experiment. For the remaining components there 

is no indication of time dependent failures. 

The mechanic:al components failed as often as expected with three 

exceptions: cross shaf t bearings (5 t imes), brakes (8 times against 1- 8 

predicted) and switch1~s (8 times against 1 - 9 predicted) . The cross shaft 

bearings and brakes have been i dent ified as faulty designs and could be 

improved considerably. Only cam operated switches failed and stiffening of 

their mountings would reduce considerably the incidence of failures. 

The interpolator and power supply units r,..rere predicted to be 

least reliable follow,ed by the rate limiters. In fact 24 failures of the 

interpolators (14 - 33 predicted), 16 of the rate limiters (1 - 10 predi<_::ted) 

and 5 of power supply units (10 - 26 predicted) occurred. The mechanical 

design imperfections affected only the interpolators and the rate limi~ers. 

If these imperfections were corrected then the predictions would represent 

the actual performance for these and the remaining subunits. 

Corrective modifications would result in a reduction of the 

observed failures from · 70 to 54 against predicted 41 to 70 and the observed 

point estimate of the mean time between failures would . have been 7,700 hours 

(wi th 95 percent confidence limits of 5,900 and 10,500 hours). We can see 

that the predicted and observed mean times between failures (7,2ooand 5740 

hours) are comparable, and that the achievable reliability would be better 

than the predicted (m.t.b.f. approximately 5 percent longer) if modifications 

were carried out. This indicates that our~ilure rates data are slightly 

pessimistic and that the predictions if carried out on the final design are 

a useful and realistic guide to the potentialities of the equipment. The 

same observations were made on all the control equipments used in the field 

experiment including those installed in the area grid control centre and on 

the investigations carried out by us on other instrumentation schemes. 



81 

5. AVAILABILITY ·0!' ·EQUIPM!BT 

The theoret:ical and practical assessments of reliability can be 

used for estimating t:he requi~d maintenance · effort, the cost of spare 

parts, and the calcullation of the av~lability of the equipant. Thus they 

can provide data for 'an economic evaluation of the equipment. The average 

period of tia spent actively by a specialist on repairing the machine controller 

was about 2 hours pe1:- fault. In the operational equipment the maintenance 

would be carried out by a less well qualified technician engaged also on 

other t~ks. A wholE~ day could be considered to be more realistic (but perhaps 

pessimistic) assesSlllli~nt of the average time a machine controller would be out 

of action followin.g ~i failure. 

The availability of an equipment may ~e defined formally as the 

·probability that it ·,n.li be operating satisfactorily at any point in time, 

when used under statE~d coa.dition,s, where the total time considered includes 

operating time, aeth1e repair time and any other "down" (non-operating) time 

due. to .any causes whlrt-so-ever4• The maximum achievable availability is 

_obtained if the down time consists only of repair time and is given by 

. . ·e 
~-r+P 

where e • assessed 1111aan life of equipment ." (• assessed mean time between 

failures i:f the assumptico of a constant failure rate is valid) 

p • assessed maan time for repair. 

Thus for the machine controllers the observed availability was 99.583 percent, 

the predicted 99. 672: percent, and if the ·modifications are carried out it 

rill b~come 99.689 ptarcent. These figures are more informative if we 

express them as: 1 d:ay in· 239,304 and 321 days respectively, the machine 

controller would not be available for the automatic control of the turbo­

generator. Alternatively we can say that on the aver_age in the, present 

unmodified design li day and if modified just .over one day (1.14) per year 

would be required fo:r repairs of machine controllers. 

6. EFIPECTS ·OF · REDUl!ID.ANCY 

If redundmncy is present it rill generally increase the 

availability of the 1equip1111!Dt to perform its functions, although it will 

result in more failu:res of the components and longer maintenance periods. 

In the machine contr1ollers the redundancy w~ e_ngineered only into the 

interpolator by providing the facilities of . operating it in either T or 

30 minutes interpola·tion modes. These facilities were not provided to 

affect the availability of the controllers as such, but to make the 

operation of the whole power system convenient and secure. Consequently 
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the redundancy introduced is not very effective in improving the availability 

of the controllers t lbemselves. However it is advantageous to analyse its 

effects. 

6 .1 Brief Description of the Interpolator 

Fig. 2 .is .a reliability diagram of the existing design of the 

interpolator. The T and 30 minutes target powers (calculated by the 

computer) are fed directly to the vedfying blocks B (T minutes) and D2 

(30 minutes), at the appropriate times. The cycle of operations is 

coDJllanded by the T-minutes clock-block A- which is controlled by the signals 

from the computer. Block C represents those parts of the interpo l ator which 

process the T-minute:s data and pass them to block F consisting of the torque 

convertor with its associated components. Block Z monitors Block B for the 

correct T-minutes data. In the event of either the data being wrong or of 

a failure of the blo,ck B the switch (SlA and SlB) is operated by block Z. 

The 30 minutes clock-Dl- and Blocks D2 and E which are the 30 minutes 

equivalents of B and C are now in the active part of the system. Should the 

30 minutes commands or D2 f ai l no input will be provided· for block E, i.e. 

the interpolation will be stopped and the turbogenerator \-Iill be operated 

at the last target power. When correct T data is received Z switches the 

interpolator back into its original mode. In addition a switch S2 for manual 

control is provided. 

The failur,es of the components of the switch (Sl) and of its 

energizing mechanism (block Z) can have the following effects on the 

operation of the int,erpolator and machine controller: 

(i) cause a switch over to 30 mins mode although T data are correct 

and Block B is satisfactory - "static failure" Zl, with a predicted failure 

rate A. Zl 

(ii) prevent a switch over to 30 mins mode when T data are incorrect 

or when Block B fails, "dyna.Ip.ic failure" Z2 with predicted failure rate Azz 
(iii) cause a total failure . of the interpolator- e.g. stoppage or 

interpolation to wrong target etc. - predicted failure rate A. Z3 • 

Table 4 lists the predicted failure rates A.A, A. B, .•. etc. of 

blocks A, B ••• etc. The· failure rate of block F' (A.F') includes the 

failures due to its components and A.ZJ' 

6.2 Mean Life of the Interpolator in the Automatic Control Modes 

The interpolator will function satisfactorily during a period 

of time o - t if. th_e following conditions exist: 

(a) Blocks A and "'F! 'lire satisfa-ctory; 

prob ability ~~ (t) = exp [ -( A.A + A. F,)t ] •••• (1) 
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and (b) the redundant network of Blocks B, C, Dl, D2, E and Z does not 

fail. 

Condition (b) will b•a satisfied if: 

(bl) Blocks B, IC do not fail, and if a static failure (Zl)of Block Z 

does not occur during time o - t: 

B,C,Zl 

t 

probability ~1 (t) a exp [ -o,, + "z1)t ] •••• (2) 

where A' a AB + AC 

or (b2) Blocks B, C, Dl, D2, E and Z do not fail up to time t
1 

(Zl does 

not occur) and at ti:me t 1 static failure of Z (Zl) occurs and Dl, D2, E 

conti~ue to operate satisfactorily until time t: 

' 0 

B,C,Dl,D2,E,Zl 

Dl,D2,E 

t tl + otl t 

probability ~2 (t) ~ AZl exp (- A. 30t) f 
t

1
=o 

exp [ -(A.T + Azl>ti] dtl 

•••• (3) 

where A30 . = ADl + >- 02 +. AE. 

or (b3) Block s B, C, Dl, D2, E and Z are satisfactory up to a time t 1 
and if B fails at time t

1 
and if Z switches over to 30 minutes mode (is Z2 

dynamic and ZI static failures do not occur) and if Blocks Dl, D2, E continue 

satisfactorily unti 1 time t: 

' 0 

B,C,Dl,D2,E,Zl,Z2 

!~~-----D-l_,n_z_,_E ____________ _ 
t 1 t 1 + ot 1 

AB exp [- >. 30 t ] 
probability ~31 (t) = · {1 - exp 

"T + "zz + "z1 

t 

-( AT + "zz+Azl)t] 

•••• (4) 

or (b4) Blocks B, C, Dl, D2, E and Z are satisfactory up to a time t 1 
when C fails, and Block B fails at time t

2 
and Z will switch over to 30 mins 

mode of operation (i.e. Z2 dynamic and Zl static failures do not occur) 

and Blocks Dl, D2, E do not fail before time t. The only restriction on t 2 
is that t

2 
- t

1 
< 30 mins i.e. that t

2 
does not occur later than the duration 

of t he periods bet,ve~en the checks of close · scrutiny of the whole system by 

the control computer at the control centre. The· failures of Blocks C and B 

(in that order) will not have serious effects on the security or economy 
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of the power system due to the inertia of the whole system, its spare 

generating capacity and periodic (T and 30 minutes) re-allocations of 

loading of alternat or s as well as the actions of the control personnel. 

is protected by such means as rate limiters. 

B,C,Dl,D2,E,Zl,Z2 
I 
I 

' tl + cStl t 

Probability t tl+O.S 

~4 (t) = A.CA.Bexp ( -.x30t] J exp (..:...XCtl) J exp (- (.AB + .xz2 + .XZl)t2 ) dt2dt 1 

tl•o t2•tl •••• (5) 

Solving equations 2 - 5 shows that ~4 (t) is negligible in comparison with 

11,1 (t), 11,2 (t) and '11,.3 (t). 

The reliability of the interpolator, i.e. the probability that 

it will perform satisfactorily its function in the automatic mode is given by: 

Rr(t) = RAF(t) (:~l (t) + '11,2 (t) + '11,3 (t) + '11,4(t)) 

exp (-34 x l0-6t) + 0.564 exp (-37 x l0-6t) -

0.41 exp (-55 x l0-6t )- 0.154 exp (-51 x l0-6t) 

Reliabilities predicted for + week, 1 year and 3! years (30000 hours) are: 

~(168) = 0.996, ~(8760) - 0.795, ~(30000) - 0.433 

Instantaneous failure rate of the interpolator is given by: 

Z(t) _ -1 dR(t) 
- R{t) X "(it 

i.e. for 
-6 -6 -6 -6 

10
_6[ 34~-34xl0 . t+2le-37xl0 . t_7•8e-5lxl0 t_22e-55xl0 t J 

-6 -6 -6 -6 
e -34~xl0 t+O. 564e -37xl0 t-o.l54e -51~10 t-o. 4le -SSxlO t 

-6 This is a slow rising· function of time. Its value is 25xl0 per 

hour at zero hours, 27xl0-6 per hour at one year and 30xl0-6 per hour at 

three and , half years. 

The mean life of the interpolator is given by 

a! • !00 

~(t) dt - 34700 hours 
0 

Because of the slow rate of increase of the predicted instantaneous 

failure rate at times earlier than the mean life it can be assumed in 

practice that the interpolator has a constant failure rate 
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-6 >.
1 

• 1/61 • 27 x: 10 per hour. 

The inaccuracies of t:he data used for predictions are greater · than the error 

introduced by this si.mplific~d.on. 

The failure~ rate :. of -tb~ ~nterpolator consi~ting of the T-minutes 

system alone would have ·been. "A+. 1.:~· ·+ "F • 27 x ·10-6 P';r hour, i.e. the 

introduction of the e:tandby 30 minutes system of operation with the necessary 

additional monitoring and switching equipment has not resulted in an 

improvement in the re~liability of the. machine controller as such. A 

rearrangement of the interpolator in such a manner that i would monitor and 

select the complete T and 30 minutes branches (A, B; C and Dl, D2, E) would 

decrease the predicte~d failure rate from 27 x 10-6 to 24 x 10-6 per hour. A 
-6 more noticeable imprc,vement to approximately 14 x 10 per hour would be 

obtained if it were possible to reduce the failure rate of Z by 10 (probably 

.impossible). 

6.3 Practicable~ Way of Improving · A~ailability of Interpolators 

The interpc,lators have been engineered so that ~o repair any of their 

parts it is necessa~r to withdraw them completely from their active 'service. In 

the proposed modification shown in its reliability block diagram Fig. 3 .it 

would be possible to remove either T' or 30' and continue working wi~the 

remaining parts. 

:Normally in the proposal shown in Fig. 3 the interpolator works 

in its T-minutes modE~. In the event of either (i) ·a failure of T' block, or 

(ii) the incorrect T commands, block 30' is selected automatically and T' is 

removed for repairs 1md returned into service as soon as possible. Block 30' 

is treated similarly and it is assumed to have identical failure rate to 

that of block T'. 

The existi.ug T and 30 minutes blocks have some self checking 

circuits. Any additional complications which would have to be included into 

each block (T' and 30') would not be likely to contribute to their fa'ilure 

rates more than the dynamic failure rate (failure to switch-over when required) 

of Z i.e •. "z2 • The probable c~tribution of these extra facilities towards a 

complete failure of the interpolator would certainly not .exceed the value 

of Z3. included in "F,. These assumptions are justified by the simplification 

of the switching func:::.tions, as compared with the present design. 
-6 ~-

Thus we would have_ ~T' = >. 30 , -=. :\A+AB_+:\C+AZ2 • 20.6xl0 per hour 

A redundan1t network consisting of two identical switchable blocks 

was analysed by Epstc~in and Hosford 196o5. Such network can be in three 

states at any time t :: 

State (2) in which both T' and 30' blocks are satisfactory; probability 

p 2 (t) ; 
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State (1) in. whi,ch one of the blocks is satisfactory and the other being 

repaired; probability P1(t); 

State (0) in which both blocks are failed and the network is in a 

failed condition; probability P0{t). 

The values of P
2
(t) and P1(t) are given by the following equations 

,.._1_ [ ( ) slt ( ) es2t] P2 (t) AT,+~+s1 e - AT,+~+s2 sl-s2 

2 ·2 
-(3AT' I + ~) + IAT, + _6AT' ~ + ~ 

2 

2 "2 
-(3AT' + . ~) - I.>.T' + 6AT' ~ .+ ~ 

2 

~ s mean repair rate of T' or 30' blocks. 

1~e reliability of the interpolator is: 

~(t) = {P2 (t) + P1(t)} x Ry 1 (t) 

where: Ry 1 (t) = exp (- AF,t) 

and the mean life of the interpolator (i.e. the time to its complete failure) 

is given by: 

8I =/ ~(t) dt 
0 

which can range from 39502 hours for irrepairable blocks T' and 30' (~=0) to 

69444 hours for infinitely short repairs of these blocks ( ~=oo). For ·200 hours 

mean repair times, e1 = 68660 hours, for repairs of 2-4 and 10 hours it 

becomes 69350 and 69404 · hours. 

The repair durations ar~ assumed in the above analysis to be 

distributed exponentially, i.e. the likelihood of a repair being completed 

increases with time. The experience with the machine controllers does not 

invalidate the reasonableness of this assumption. (This subject is rather 

complex). 

Doubling of the mean life i.e. halving of the unavailability of the 

interpolator would be achieved by introducing the operator into the control 

scheme by requesting him to remove a failed part. His reactions and the speed 

of repairs need not be fast to maintain this i mp rovement. 
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7. CONCLUSIONS 

Reliability predictions based on theoretical inf9rmation on the 

final design of equipment and on failure rate data of components available 

to us now have yielded results comparable with observations. 

The mechanical and electronic assemblies can be highly reliable 

provided they are well designed, manufactured and . t ressed conservatively. 

The extension of existing techniques for analysis of redundanF 

assemblies and its application to operational equipment indicates practical 

ways of improving noticeably the availability of this equipment. In the case 

of the interpolator this improvement does not require addition of new major 

parts, demonstrating the usefulness of such analyses • 
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Table 1: Comparis«l ·of ·caaplexity ·of a ·maclline ·e011trol1er 

· envisaged · ae · ehe · eonclusi~ · of · feasibility · studies · and 

actually achieved 

. . .. . . Components= . . .. . . 

Type . . . . No • .Eeti•ted·. . lo • .Used . tJ sed/Ea timated 

Resistors fixed 426 966 2.3 

Res is tors va1riab le 5 19 3.8 ' 
Capacitors 86 233 2.7 

Inductors, c.oils 11 4 0.36 

Transfoxmers 19 26 1.4 

Transistors 133 268 2.0 

Diodes, rectifiers 97 387 4.0 

Motors etc. 2 . . . . . .13 .6.5 . 

Note: Remote Control Cubicle is excluded from this table. Its 

design was not e~visaged at the feasibility studies stages. 

Comp01r1ents As-sessed/"Assumed" failure rate 
. . . . . . . . . . ... . . .. x . lO~ .per . hour . 

Type 
No. per coq>onent per number used :· Used . . . . . . . . . . . . . . . . 

Ball bearings 

Pivot bearings 

Spiral springs 

Connections (s]prings) 

Coils 

I<esistors (W.W. special) 

Resistors (genteral) 

Capacitors 

Total predicted failure rate 

*U .K.A.E.A. Data 

. . 

1 0.13* 
2 ' 0.013* 

2 0.0026* 

10 0.013* 

8 0.005 

4 0.01 

3 0.002 

3 0.025 . 

i.e. Predicted 1m.t.b.f. a 1/"Ap • 2.2 X 106 hours. 

0.13 

0.026 

0.0052 

0.13 

0.04 

0.04 

0.006 

0.075 

Total time in s1ervice accumulated in 18 mooths by 31 converters 

-r • 401760 hour:s. Probability of zero failures l(r•O)•exp(-"A -r)•0.834 
p 

Probability of 1 failure P(r-l)•("A -r/l:)exp(-"A -r)•O.l51. - p p 
i.e. Probability of not more. than 1 failure •P(r'l)•P(r•O)+P(r-1)•0.985 
i.e. 98% confidence that not more than 1 failure would occur. In fact no 
failures were reported. 
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Table ·2: ·comparison ·ot ·predicted and ·observed ·number 

of ·failures ·of maehtne ·eontrollers 

Failure Rate x 10-6 per bout 
Component 

No. of failures of 31 I 
controllers during 18 I 
months operation 

Assessed/ Source Predicted/ 
Component . . of .Data : .Controller 

Resistors fixed 

Resistors variable 

Capacitors 

Diodes low signal 

0.002 

0.4 

0.025 

0.02 

power 0.1 

Transistors (Si p1~mar 0.005 

Transformers (windings 0.004 

Fuses 0.3 

Lamps 0.2 

Overload trips 0.3 

Joints, connectors 0.002 

Other (whole modulE~s) . 

Total el~ctronic Components 

Relays: coils 0.1 

contact set:s 0.2 

Switches: micro 0.1 

d~ reed 0.1 

standard 

special 

0.2 

0.25 

Clutches, brakes 0.13 

Windings, motor coils 0.05 

Motors 0.13 

Meters (various) 

Others: 

Constructional 

Cross shaft bearingl'l . 

Total electro-me.ch;mical and 

mechanical components 

CERL 

CERL 

CERL 

CERL 

CERL 

UKAEA 

UKAEA 

CERL 

CERL 

Estimated 

CERL 

CERLJ 
CERL 

CERL J 
CERL 

CERL J 
CERL 

UKAEA 

UKAEA 

UKAEA 

UKAEA 

2.2 

8 

6.1 

7.4 

6.9 

1.38 

0.42 

3 

8.2 

2.1 

14' 

59.7 

57.2 

11.7 

0.26 

1.7 

1.8 

4.8 

77.5 

Predicted Observed 

o-3 

o-7 

o-6 

o-7 

0-6 

o-2 

o-1 

o-4 
; o-7 

o-3 

1-11 

16-35 

13-32 

1-9 

0-1 

o-3 

o-3 

o-s 

21-41 

0 

1 

2 

4 

5 

0 

0 

0 

4 

0 

14 

2 

32 

6 

8 

8 

3 

2 

3 

3 

5 

38 

Total machine cont1roller 137.2 41-70 70 
i.e. predicted mean time observed between failures = 106/137 = 7,300 hours 
and observed mean time between . failures (po_int estimate) .= 5, 740 hours 

See Notes: 

I 

I 

I 
I 

I 

I 
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Table 4• ~redicted failure rates of interpolator 

·Block A .B .C Dl, D2 .E .. Zl . .Z2 . z3 .F F' 't 30 

Predicted failure 

rate -6 x 10 per 5.3 7.2 4.7 5.3 7.2 4.6 2.2 3.4 4.8 9.6 14.4 11.9 17.1 

j 'hour 

NOTES: 

(i) Valid for: temperature range 20-30°C, relative humidity <60%, 

no vibrations. 

(ii) C.E.R.L. (Central Electricity Research Laboratories) data:point 

estimates based on SO% confidence level limit for observations in various 

power stations. 

(iii) U.K.A .E.A. "Assumed" data:yield reasonable predictions. 

( iv) Predicted number of failures:95% confidence interval limits quoted. 
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A COMPARISON OF SOME METHODS OF 
MULTIPLEX OPERATION 

1 . INTRODUCTIOO 

by D.A. Lloyd and A.J. Dymock 

Smiths Industries 

Aviation Division 

Cheltenham England 

In control system applications which demand a very high reliability 

over a relatively short period of time, (for example, an aircraft 

automatic pilot used for automatic landing), redunda'ncy may be used to 

obtain an improvement in reliability of many orders of magnitude com­

pared with a non-redundant system. Many authors1 have discussed 

various form:s of redundancy, and their influence on system reliability. 

The object of the present paper is to discuss in ~ore detail ce.rtain 

problems in the design of such systems, in particular t hose concerned 

with component tolerances, and the response of the system to faults. 

It should be emphasized that this is only one aspect of the overall 

problem; a system which is sub-optimal from the points of view consid­

ered here may yet be preferred because of its advantages in other 

respects. 

The general problem considered may be defined as follows: 

It will· be a.ssumed that there exist n signals xi (i = 1, 2, .. n) of the 

form xi= y + ei, wh~re y is the value that would be taken by all n 

signals in t:he absence of faults or component tolerances, and the 

errors ei are assumed to be mutually independent random variables. 

The system output, Y, is a function, to be chosen, of some or all of 

the signals xi, and should ideally be equal to y. The mean square 

error in Y ls a .useful basis of comparison in making this choice of 

output, and one that is easy to compute. One is, however, also 

interested in minimizing the likelihood of very large errors in Y, and 

in minimizing the disturbance to the output that could result from the 

occurrence of a fault (which may be regarded as causing a large and 

rapid change:! in one of the quanti ties ei). 

The achievement of the latter objective may be eased by the incorpora­

tion of logical elements which detect a faulty signal, and subsequently 

eliminate it from the computation of system output. The use of such 
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logical elements (often termed 'active redundancy') also enables the 

system to survi,re a greater number of faults, and still produce a 

sensible output.. The authors are aware that passive redundancy has 

been used with some success at c~ponent level, whe~e the additional 

logical elements necessary. would add unduly to the overall complexity. 

They consider, however, that active redundancy has considerable advan­

tages when applied to large-scale system;, and only this form of redun­

dancy will be considered here. 

The general problem originally posed may then be divided into two 

distinct portions: 

(a) The design of the logical elements for the detection and 

elimination of faults. This is discussed in sections 2 - 9 

of this paper. 

(b) The choice of system output as a function of those signals 

which are 'lccepted by the logical elements. This is di~cussed 

in sections 10 - 12 of this paper. 

2. FACTORS AFFECTING DESIGN OF LOGICAL ELEMENTS 

It will be asswRed in all that follows that there is no absolute stand­

ard by which it is possible to judge whether or not a particular signal 

is faulty. Thus a faulty signal can only be identified as such by 

comparison with other signals, or combinations of signals. Even in the 

absence of faults, however, these signals will in practice differ to a 

certain extent, due to manufacturing tolerances, and so there is a poss­

ibility of nuisance cut-outs occurring due to this cause. It is desired 

to design the le>gic so that the probability of nuisance cut-outs is low, 

whilst the probability of eliminating the correct signal when a genuine 

fault occurs is high . 

For a duplex system (n = 2) only one logical choice seems possible: to 

compare the two signals (x1 , X2), and disengage both if they differ by 

more than a pre-determined limit (L). 

For higher ordeJrs of redundancy, the comparator limits will have dif­

ferent significance according to the particular signals being compared, 

and the nature 9f the comparator logic. In order to compare different 

systems, theref<>re, in the subsequent analysis these systems will all 

be assumed to have the same comparat0r limit setting in the duplex mode, 

to which mode they all revert after a sufficient number of faults. I ; , 

general, the greatest disturbance to the system output, due to a fault 
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which is not large enoug·n to cause disengagement, will occur when the 

system is operating in the duplex mode. The above procedure is there­

fore approximately equivalent to comparing systems which permit the same 

maximum disturbsLnce to the system output. In th~se circumstances, it 

is reasonable to compare them solely on the basis of probabilities of 

nuisance cut-ou1~s . 

Several possiblE~ tri·plex arrangements (n = 3) will be examined in some 

detail. A simi l ar analysis could be applied to systems employing a 

higher order of redundancy ; 

3. THE SIGNAL STATE DIAG~ .. 

For n = 3, it is possible to obtain a convenient pictorial representation 

of the behaviour of the comparator logic. Since only differences between 

signals are of :Lnterest, these may be expressed in . terms of the two 

variables u = 2X1 - (X2 + "s) and v = <:~ta - ":3 ) J3 (these particular 

functions were 1c:hosen as being statistically independent, and having 

the same variance). 

The (u, v) plane may then be divided into regions within which ~ither 

all signals remain engaged or one or more of the signals is disengaged. 

The resultant diagram completely describes the comparator logic. 

4. TWO SIMPLE TRIPLEX SYSTEMS 

4.1 Comparison of Pairs of Signals 

A particular signal, xi, is disengaged if it differs from both the 

other signals by more than L or, equivalently, if it differs from 

the median of the three signals by more than L. Following a single 

disengagement, the resultant duplex system is subsequently 

disengaged! if the remaining two signals differ by more than L. 

The state diagram corresponding to this logic is shown as Figure 1. 

4.2 Comparison with Mean 

A particular s ignal, xi, is disengaged if it di~fers from x = 
(x1 +X2+x3 )/3 by more than L/2. The criterion for duplex operation 

is as in sub-section 4.1. The choice of L/2 as the comparator 

limit in the triplex mode is determined by the facts that:-

(a) If the limit were greater than L/2, there would be a possibility 

that the two extreme signal values could differ by more than L, 

so that a subsequent single fault in the median signal could 

result in a cut-out of the complete system. 
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(b) The limit should be as large as possible, so as to minimize 

the probability of nuisance cut-outs. 

The corresponding signal state diagram is shown in Figure 2. (The 

significance of the broken line will be explained in the next 

section) . 

5. NECESSITY FOR WARNINGS 

The signal state diagram also enables a pictorial representation to be 

given of the effect of a fault developing in one of the signals. For 

example, the arrows in Figures 1 and 2 show the result of a fault in 

signal x1 , starting from an initial state in which all signals are en­

gaged. In th4e examples illustrated, it is seen that the wrong signal 

is initially disengaged ('S rather than x1 ). This is clearly an unde­

sirable state of affairs, since it means that a single fault can result 

in the disconnection of the complete triplex system. 

I n order to avoid this possibility, it is necessary to introduce an 

additional 'warning' state . Here the occurrence of a warning is to be 

interpreted as indicating the existence of a latent fault somewhere 

within the system, so that a single further fault could cause disengage­

ment of all three signals. There is not sufficient evidence of the · 

locat]on of this latent fault, however, for a particular signal to be 

automatically disengaged . 

For the system illustrated in Figure 1, a warning should be giyen if a 

s ingle difference exceeds L. 

For the system i llustrated in Figure 2 , a warning should be given if 

a ny signal differs from the mean by more than L/2, and a particular 

s ignal disengaged only if it differs from the mean by more than L. (~e 

'warning' area be i ng bounded by the broken line in the figure) . 

u . 'OPTIMUM' SYSTEM 

One might sta rt from t he conditjon that; 

Tf the yst em is 1nit ially i n a state where all signals are engaged, 

a nd no wa rning s indicated, th n a runaway of a single signal shall 

cause hat s i gna l, nd o n ly hat s~gnal, to be disengaged" . 

I . one now at empts to construct t he cJ gnal s tate diagram, with u and v 

a s va r iables a s befo r e , the p i c t ure ill ustrated i n I-'igure 3 emerges. 

s arting f r om a n rbitra r a r ea within which all signals are engaged, 

~ncl ~o wa nings gi ven : -
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(a) Areas A may be reached by runaways of either of two signals. It 

is therefoi~e impossible to disengage any particular .signal, but a 

warning must be given. 

(b) Areas 8 may only be reached by runaways of ~wo signals, and this 

shoUld therefore imply disconnection of the complete system. 

(c) In order to maximize the probability of having full triplex 

integrity , the system should be designed so that the area within 

which all signals are engaged and no warnings given extends over 

the whole central hexagonal region . 

(d) The remaining areas can only be reached by runaways of the specific 

signals named. In order to maximize sensitivity to genuine faults, 

disconnection of the appropriate sienal should take place over the 

whole of these regions .. 

It is seen that the final diagram is identical to Figure 1 (defined by 

the system described in section 4.1), the latter being drawn for the 

particular case in which all the comparator limits are equal. 

7 . CALCULATIOO OF PROBABILITIES OF NUISANCE CUT-OOTS 

8 . 

It will be assumed that, in the absence of faults, the signals x 1 hav e 

identical, though independent, normal probability distributions, with 

mean zero, and variance cr2. 

The probabilities of disengagement and warning may then be computed by 

integrating the joint probability density of u and v over the appropriate 

areas of the (u, v) plane. 

The resultant P'robabi-li ties, for comparison of pairs, and comparison 

with the mean, are plotted in figure 4, where the various probabilities 

are defined as follows: 

p l pro,babili ty of warning for comparison with mean 

p2 pro,babil i ty of warning for comparison of pairs 

p3 probability of cut-out of one signal for comparison with mean 

P,. probability of cut-out of one signal for comparison of pairs 

PS probability that all signals. :are disengaged. 

REPLACEME:t-.'1' FOLLONING A WARNING 

It is seen from Figure 4 that the probability of errors due to random 

t ol e rances result ing in the disconnection of a par t icula r signal is 
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9 . CHOICE OF C~ARATOR LIMITS 

The comparator lirni ts must be chosen to provide adequate protect i o _. 

against genuine fllults, whilst giving an acceptably low probability 

of nuisance cut-outs. 

So far no mention has been made of the source of the errors dut: to tol­

erances. If thes~e are regarded as being made up of a gain error plus 

a datum error, thten there is a strong argument in favour of varying the 

comparator limits as a function of signal magnitude. For otherwise a 

gain error is liable to remain undetected until large signals arise . 

(As would occur i 1n an air-eraft autopilot during the final stages of 

automatic landing) .. 

If this .is done, tone must choose a suitable measure of signal magnitude . 

The most suitable would appear to be the average-of the two signals 

being compared, tlt1is being unaffected by any errbrs in the remaining 

signal or signals.-

Different· system !COnfigurations may, of course, demand different forms 

of variation of tlhe compa~:•tor. limits. For example, the form of varia­

tion sugge·sted abtov.e would not be appropriate in the case where the sig­

nal being examined consists of the small difference between two large 

signals, as will. often be the case in feedback control systems. In 

these cirCumstances the relevant variables for the determination of the 

comparator limit ,would more likely be the magnitu~es of the individual 

signals, before differencing ; 

10. FACTORS AFFECTING CHOICE OF OOTPUT 

No attempt has be,en made to determine an 'optimum' output since, as 

explained in the :introduction, there are many factors to be considered 

in choosing the form of output. and the relative importance attached to 

these will differ for different applications. 

rn the absence of faults, the quantities ei (and hence xi) may be 

assumed to have identical, though independent, probab'ili ty distributions. 

The determination of the output Y is then equivalent to the estimation 

of the mean from n ind ependent samples (xi) of a random variable - It 

i s known that for a large class of distributions, the minimum variance 
n 

e stimate of the m1ean is t he sample mean ~ 2_: xi, and t his is there-

i 

f ore one obvious possibl e cho i ce f or the ou tpu t Y. 
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small, compared with the probability that these tolerance errors will 

merely result in a warning being given. If the three signals being 

compar ed arise as the outputs of three independent · sub-systems, this 

i mplies a degree of uncertainty as to which single sub-system to replace . 

This should not be interpreted as a failure to identify a faulty sub­

s ystem. Rather is it a consequence of the fact that, with the assump­

tions made, it is relatively unlikely that there will be 2!!! faulty 

sub-system, having a large error. It is more likely that two sub-systems 

will both have moder1ately size_q er-rors, of opposi.te sign. 

rn view of this . it W1ould be misleading, when considering· the problem of 

replacement folloWi~i a. warning, to consider the probability of replacing 

t he 'correct' sub-sy:stem. The relevant measure of success would be the 

probability that, if. a particular sub-system is replaced, the signal dif­

f erences in the resultant new triplex system will all be less than the 

comparator limit, so giving full triplex integrity. Since the most 

1 ikely situation is ·that in which both suspect sub-systems haveiDOd­

e rately large errors, of opposite sign, this probability may be quite 

hi gh, whichever of tlile two sub-systems is replaced. In order to maxi­

mize this probability, one should clearly replace that sub-syste. which 

di ffers from the aaed:Lan (or mean) by the greatest amount. 

A numerical example Jfollows to illustrate this point. A value of (L/o-)=4-

has been used, and tlile comparator logic is assumed to be based on compar­

i son of pairs. 

· Suppose x1 = -o . 5L, l~ = -o. 4L, ":3 = +0. 5L. If ":3 is r~placed (the 

l ogi cal choice), a Slltisfactory triplex system will result if the error 

in the replacement liLes between -1.4L and 0 . 5L . The probability of this, 

f o r L/<Y = 4, is 97. 7~' · 

I f x1 i s replaced, a satisfactory triplex system will result if the error 

i n t he replacement Hes between· -o . 5L and +0. 6L. The probability of 

t h is, for L/<J = 4, is 96 . ~. 

rt i s seen that, in this particular example, it makes little difference 

which sub-system is replaced . Whilst this is not invariably true, the 

example does indicatE! that perhaps less importance should be attached 

t o the relatively hi@:h probability of having a warning rather than a 

defi nite cut-out than might appear at first sight. 
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The presence of a fault may be regarded as causing one of the quantities 

e
1 

to have a large r.m.s. value, so that the abo~e argument no longer 

applies . Moreover, in these circumstances one is more concerned with 

avoiding the possibility of• the output having a ·large error. One poss­

i ble approach (for n greater, than or equal to 3) is to eliminate the 

two extreme values of xi in the computation of Y. If it is sufficient 

to consider only the effect of a single fault, then this procedure will 

serve the same purpose as the logical elements discussed previously. 

Normally. this i s not the case, but even so this procedure will then allow 

a longer time lag to be introduced on the action of the comparators, so 

reducing the probability of nuisance cut-outs due to high-frequency 

noise and transient effects . 

Many possible functions of the remaining (n - 2) signal$ might be con­

sidered for use as the system output . Two are considered in more de­

tail here. 

(a ) The median (for n odd) or mean of the middle two (for n even). 

This has the desirable property of being an unbiassed estimate of y. 

(b) The l argest but one signal. Although biassed , this choice permits 

a very simple means of rejecting a particular signal following 

action of the comparators (by setting the rejected signal to a 

large negative value). other choices of output may need a change 

of logic following comparator action . 

In analysing these various possibilities, it is necessary to make some 

assumption as to the form of the probability distribution of the signals 

x1 . The relevant distribution here is the conditional distribution, 

given that xi is a cceptable to the comparator logic. It would seem 

reasonable to assume that the original signals xi are normally distrib­

uted . The effect of the comparator logic will be ~o reduce the probab­

i lity of extreme values (ideally, giving an output with a truncated 

normal distribution). Accordingly, normal and rectangular distributions 

have been examined, as two extreme cases. 

11. GENERAL EQUATIONS 

Consider t he fault-free case, so that all the signals xi may be assumed 

t o have the same probability density function, p(xi). Then the prob­

abi lity density functions of the quantities of interest may be computed 

as follow s : 



103 

11.1 ~ 

Let s = x1 + ~ + . . . + xn 

and let the probnbili ty density function of s = ~ p 
5 
(s). Then 

n-1 

P (s) 
s Jeo r .. ·.f"p(xl)p(~) .. , p(xn-1)p(s- I_',xi)dxld~ ... dxn-1 

-eo -eo -eo 1 

The mean value of all signals xi is m= s/n, whence the probability 

density function of m is given by 

P (a) 
m 

np
5

(na) 

11.2 LarJest-but-one Sigoal 

11.3 

Denote this signal by b. Then the probability density function of 

b is .given by: 

:n-2 n(n- 1) P (b) (1 - P(b)) p(b) 

where p(b) is defined as before and P(b) 

Median (for n odd) 

Denote the aedian by Z, and let n = 2N + 1 

Then · the probability density function of z 

p (Z) 
· Z 

(2N + 1)! PN(Z) f1 - P(Z)1N p(Z) 
N! N! · 

where p(Z) and P(Z) are defined as before. 

f p(x)dx 

is: 

11 . 4 Mean of middle two signals (for n even) 

Denote this quarnti ty by Z and let n = 2N 

Suppose the two middle signals are u, v (u<v). 

Then the joint probability density function of (u, v) is: 

f(u, v) (~m)! PN-1 (u) ( 1 - P(v) }N-1 
(N-1) ! (N-1)! p(u)p(y) 

for u-::::v, = 0 otherwise 

whence the probability density function of Z (u + v)/2 is: 

p (Z) 
z 

2 J2 
f(u, 2Z - u)du . 
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12 . Some particular c:ases 

The pr eceding expressions have been evaluated for the cases where ' the 

pa r ent dis t ribut i.on p (x) is rectangular and normal in. form. 

Th e resultant probability density functions are shown in figures 5(a), 

(b), (c) for the case of a rectangular paren t distribution (limits at 

+1 and -1), and for n. = 2, 3, 4 . 

The most important parameters of these distributions have also been 

computed, and are! tabulated below. Table 1 contains the results for 

a rectangular parent distribution, and Table 2 those for a normal 

parent distributi.on. The results are given in terms of the variance, 

t.J2 , of the parent: distribution. (Limits for rectangular distribution 

are ~ 0' J3 ) . 
TABLE 1 

STATISTICAL PARAMETERS - RECTANGULAR PARENT 

Function Mean Mean Square Variance 

Duplex (n = 2) 2 
Mean 0 o.s:l 0. f1j 2 

Largest-but-one -o. 58:Y oil 0.670' 
Trip lex (n = 3) 

2 
Mean 0 0.3~ 0. 330' 
Median 0 o.ooe o.&J'! 

Quadruplex (n ·=, 4) 
Mean 0 0.2~ 0. 2::if 
Mean of middle· two 0 o.~ o.~ 

Largest-but-one 0 . 3!JJ o.~ 0.4~ 

TABLE 2 

STATIST'ICAL PARAMETERS - NORMAL PARENT 

Function Mean Mean Square Variance 

Duplex (n· = 2) 
2 

Mean 0 O.!JJ 0.~ 
Largest-but-one -o. 56oil oil 0.68:fl 

Trip lex (n = 3) 
0.33i Mean 0 0.3Jd! 

Median 0 0.4~ 0. 45.:f! 
9uadruplex (n = 4) 

Mean 0 o. 25:J'? 0.2~ 
Mean of middle two ~ o. ao:f! o.ao:r2 
Largest-but-one o. aco-2 o. 45Tl 0.36Cr 

References 

1 . S. I.T. symposium on "The use of redundancy in system design" -

London, 14th February, 1964. 



lxt- x21 > L 

AND I x 2 - x 3 j > L 

105 

L 

ALL DIFFERENCES 

LESS THAN L 
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FIG SIGNAL STATE DIAGRAM- COMPARISON OF PAIRS 
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VERTICAL SHADING: ALL SIGNALS DISENGAGED 

FIG 2 SIGNAL STATE DIAGRAM-COMPARISON WITH MEAN 
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(a) n. = 2 

I ·5 

0 
( bJ n.. = 3 
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(c:J 1'\. = .... 
CURVES A: MEAN 

CURVES 6: MEDIAN OR MEAN OF MIDDLE TWO 
CURVES C: LARGEST 8UT ONE 

I . 

SOME PRO BA BILIT Y DISTRIBUTIONS, RECTANGULAR PARENT 


